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CANCER BIOMARKERS

Mismatch repair deficiency
predicts response of solid tumors
to PD-1 blockade
Dung T. Le,1,2,3 Jennifer N. Durham,1,2,3* Kellie N. Smith,1,3* Hao Wang,3*
Bjarne R. Bartlett,2,4* Laveet K. Aulakh,2,4 Steve Lu,2,4 Holly Kemberling,3 Cara Wilt,3

Brandon S. Luber,3 Fay Wong,2,4 Nilofer S. Azad,1,3 Agnieszka A. Rucki,1,3 Dan Laheru,3

Ross Donehower,3 Atif Zaheer,5 George A. Fisher,6 Todd S. Crocenzi,7 James J. Lee,8

Tim F. Greten,9 Austin G. Duffy,9 Kristen K. Ciombor,10 Aleksandra D. Eyring,11

Bao H. Lam,11 Andrew Joe,11 S. Peter Kang,11 Matthias Holdhoff,3 Ludmila Danilova,1,3

Leslie Cope,1,3 Christian Meyer,3 Shibin Zhou,1,3,4 Richard M. Goldberg,12

Deborah K. Armstrong,3 Katherine M. Bever,3 Amanda N. Fader,13 Janis Taube,1,3

Franck Housseau,1,3 David Spetzler,14 Nianqing Xiao,14 Drew M. Pardoll,1,3

Nickolas Papadopoulos,3,4 Kenneth W. Kinzler,3,4 James R. Eshleman,15

Bert Vogelstein,1,3,4 Robert A. Anders,1,3,15 Luis A. Diaz Jr.1,2,3†‡

The genomes of cancers deficient in mismatch repair contain exceptionally high numbers
of somatic mutations. In a proof-of-concept study, we previously showed that colorectal
cancers with mismatch repair deficiency were sensitive to immune checkpoint blockade
with antibodies to programmed death receptor–1 (PD-1). We have now expanded this
study to evaluate the efficacy of PD-1 blockade in patients with advanced mismatch
repair–deficient cancers across 12 different tumor types. Objective radiographic responses
were observed in 53% of patients, and complete responses were achieved in 21% of patients.
Responses were durable, with median progression-free survival and overall survival still not
reached. Functional analysis in a responding patient demonstrated rapid in vivo expansion
of neoantigen-specific Tcell clones that were reactive to mutant neopeptides found in the
tumor. These data support the hypothesis that the large proportion of mutant neoantigens
in mismatch repair–deficient cancers make them sensitive to immune checkpoint blockade,
regardless of the cancers’ tissue of origin.

T
herapy with immune checkpoint inhibitors
has uncovered a subset of tumors that are
highly responsive to an endogenous adapt-
ive immune response (1). When the inter-
action between the checkpoint ligands and

their cognate receptors on the effector cells is
blocked, a potent and durable antitumor response
can be observed, and on occasion this response
can be accompanied by severe autoimmunity (2–5).
These findings support the notion that many
cancer patients contain in their immune system
the capacity to react selectively to their tumors,
ostensibly through recognition of tumor-specific
antigens.
The molecular determinants that define this

subset of tumors are still unclear; however, sev-
eralmarkers, includingPD-1 ligand (PD-L1) expres-
sion,RNAexpression signatures,mutational burden,
and lymphocytic infiltrates, have been evaluated in
specific tumor types (6–10). Although such mark-

ers appear to be helpful in predicting response
in specific tumor types, none of them have been
evaluated prospectively as a pan-tumor biomarker.
Another potential determinant of response is
mutation-associated neoantigens (MANAs) that
are encoded by cancers (11–14). Mismatch repair–
deficient cancers are predicted to have a very
large number of MANAs that might be recog-
nized by the immune system (15–18). This pre-
diction led us to conduct a small phase 2 study,
focused on 11 patients with colorectal cancers,
which demonstrated that PD-1 blockade was an
effective treatment for many patients with these
tumors (19). Since the initiation of that trial, other
studies have shown that the number of muta-
tions in mismatch repair–deficient colorectal
cancers correlates with the response to PD-1
blockade, providing further support for a rela-
tionship between mutation burden and treatment
response (20).

The genomes of mismatch repair–deficient tu-
mors all harbor hundreds to thousands of somatic
mutations, regardless of their cell of origin. We
therefore sought to investigate the effects of
PD-1 blockade (by the anti–PD-1 antibody pembro-
lizumab) in mismatch repair–deficient tumors
independent of the tissue of origin. In the cur-
rent study, we prospectively evaluated the effi-
cacy of PD-1 blockade in a range of different
subtypes of mismatch repair–deficient cancers
(ClinicalTrials.gov number NCT01876511).
Eighty-six consecutive patients were enrolled

between September 2013 and September 2016
(table S1). The data cutoff was 19 December 2016.
All patients received at least one prior therapy
and had evidence of progressive disease prior to
enrollment. Twelve different cancer types were
enrolled in the study (Fig. 1). All enrolled patients
had evidence of mismatch repair deficiency as
assessed by either polymerase chain reaction or
immunohistochemistry. For most cases, germ-
line sequencing of MSH2, MSH6, PMS2, and
MLH1 was performed to determine whether the
mismatch repair deficiencies were associated
with a germline change in one of these genes
(i.e., whether the patients had Lynch syndrome)
(table S2). Germline sequence changes diagnostic
of Lynch syndromewere noted in 32 cases (48%),
with MSH2 being the most commonly mutated
gene. In seven additional cases where germline
testing was not performed, the patient reported
a family history consistent with a diagnosis of
Lynch syndrome.
Adverse events during treatmentweremanage-

able and resembled those found in other clinical
studies using pembrolizumab (table S3). Although
74% of patients experienced an adverse effect,
most were low-grade. Endocrine disorders,most-
ly hypothyroidism, occurred in 21% of patients
and were easily managed with thyroid hormone
replacement.
Seventy-eight patients had disease that could

be evaluated by Response Evaluation Criteria
in Solid Tumors (RECIST) (Table 1). Objective
radiographic responses were noted in 46 of the
86 patients [53%; 95% confidence interval (CI),
42 to 64%], with 21% (n = 18) achieving a com-
plete radiographic response. Disease control (mea-
sured as partial response + complete response +
stable disease)was achieved in 66 of the 86patients
(77%; 95% CI, 66 to 85%). Radiographic responses
could be separated into two classes. First, in
12 cases, scans at 20 weeks showed stable dis-
ease, which eventually converted to an objective
response (measured as tumor size reduction in
response to therapy, according to RECIST crite-
ria). Second, in 11 additional cases, we observed
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an initial partial response or stable disease at the
20-week scan that later converted to a complete
responsewhile treatmentwas continued. The aver-
age time to any responsewas 21weeks; the average
time to complete response was 42 weeks (Fig. 1).
Of note, the objective response rate was similar
between colorectal cancer and other cancer sub-
types. Specifically,we observed objective responses
in 52% (95%CI, 36 to 68%) of patientswith colorec-
tal cancers and in 54% (95%CI, 39 to 69%) of the
patients with cancers originating in other or-
gans (tables S4 and S5). There was also no sig-
nificant difference in the objective response rate
between Lynch syndrome–associated and non–

Lynch syndrome–associated tumors [46% (95%
CI, 30 to 63%) versus 59% (95% CI, 41 to 76%),
respectively; P = 0.27].
Neither median progression-free survival (PFS)

nor median overall survival (OS) has yet been
reached (median follow-up time of 12.5 months;
Fig. 1), and the study is ongoing. However, the
estimates of PFS at 1 and 2 years were 64% and
53%, respectively. The estimates of OS at 1 and
2 years were 76% and 64%, respectively, which
is markedly higher than expected considering
the advanced state of disease in this cohort (21).
The PFS and OS were not significantly different
in patients with colorectal cancers relative to

those with other cancer types (fig. S1). Neither
PFS [hazard ratio (HR) = 1.2 (95% CI, 0.582 to
2.512); P = 0.61] or OS [HR = 1.71 (95% CI, 0.697
to 4.196); P = 0.24] were influenced by tumors
associated with Lynch syndrome.
Eleven patients achieved a complete response

and were taken off therapy after 2 years of treat-
ment. No evidence of cancer recurrence has
been observed in those patients with an average
time off therapy of 8.3 months. Seven other
patients had residual disease by imaging, but
pembrolizumab was discontinued after reach-
ing the 2-year milestone or because of intoler-
ance to therapy. To date, the average time off

Le et al., Science 357, 409–413 (2017) 28 July 2017 2 of 5

Fig. 1. Patient survival and clinical response to pembrolizumab
across 12 different tumor types with mismatch repair deficiency.
(A) Tumor types across 86 patients. (B) Waterfall plot of all radio-
graphic responses across 12 different tumor types at 20 weeks. Tumor
responses were measured at regular intervals; values show the best
fractional change of the sum of longest diameters (SLD) from the
baseline measurements of each measurable tumor. (C) Confirmed

radiographic objective responses at 20 weeks (blue) compared to the
best radiographic responses in the same patients (red). The mean time
to the best radiographic response was 28 weeks. (D) Swimmer plot
showing survival for each patient with mismatch repair–deficient
tumors, indicating death, progression, and time off therapy. (E and F) Kaplan-
Meier estimates of progression-free survival (E) and overall patient
survival (F).
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therapy for this group was 7.6 months. As of the
data cutoff, none of these patients has shown
evidence of progression since discontinuation
of pembrolizumab.
Twenty patients with measurable radiographic

disease underwent percutaneous biopsies between
1 month and 5 months after the initiation of ther-
apy. Twelve of these biopsies demonstrated no
evidence of tumor cells and were shown to have
varying degrees of inflammation, fibrosis, and
mucin, consistent with an ongoing immune re-
sponse (fig. S2). The other eight cases showed
residual tumor cells. The absence of cancer cells
in posttreatment biopsies was a strong pre-
dictor of PFS [HR for PFS = 0.189 (95% CI,
0.046 to 0.767); P = 0.012], with median PFS of
25.9 months versus 2.9 months for biopsies with
evidence of residual tumor. Although there was
no significant difference in OS between patients
whose biopsies were positive or negative for tumor
cells, median OS has not yet been reached in pa-
tients with negative biopsies (table S6).
Primary clinical resistance to initial therapy

with pembrolizumab, as measured by progres-
sive radiographic disease on the first study scan,
was noted in 12 patients (14%) (Table 1). After
determining the exomic sequences of tumor and
matched normal DNA from three of these patients,
we compared them to the exomes of 15 primary
tumors from patients who had achieved objec-
tive responses to the therapy (table S7). The three
therapy-insensitive tumors harbored an average
of 1413 nonsynonymous mutations, not signifi-
cantly different from the number in patients with
objective responses (1644 nonsynonymousmuta-
tions; P = 0.67, Student t test). The gene (B2M)
encoding b2-microglobulin, a protein required for
antigen presentation (22), was notmutated in any

of the primary tumors from the resistant group
(table S8).
Only five cases of acquired resistance were

noted, where patients developed progressive dis-
ease after an initial objective response to pem-
brolizumab. Three of these cases were atypical
in that the tumors emerged in occult sites such
as the brain (two cases) or bone (one case). All
three cases were treated with local therapy (ra-
diation or surgery), and the patients survived
and continued treatment with pembrolizumab.
However, in accordance with study design, these
three patients are listed in Fig. 1 as having pro-
gressive disease.
We performed exome sequencing of biopsies

of brain metastases from two patients and com-
pared the results with those of their primary
tumors (fig. S3 and table S7). In the first case, the
primary duodenal tumor and brain metastasis
shared 397 nonsynonymous somatic mutations,
providing unequivocal evidence that the metasta-
sis was derived from the primary duodenal tumor
rather than from an independent tumor. More-
over, themetastasis harbored 1010nonsynonymous
newmutations not present in the primary tumor,
while the primary tumor harbored 964mutations
not present in the metastasis (table S9). In the
second case, the primary colorectal tumor and
brain metastasis shared 848 nonsynonymous
somaticmutations, similarly providingunequivocal
evidence of a genetic relationship between the
two lesions. The brain metastasis harbored 221
nonsynonymousmutations not present in the pri-
mary colorectal tumor, while the primary tumor
harbored 100mutations not present in themetas-
tasis (table S10). Of note, the brain metastases
from both of these patients contained mutations
in the B2M gene. In the patient with the colorec-

tal tumor, a truncating mutation (L15Ffs*41) in
the B2M gene was identified in the metastasis
but not in the primary tumor. The primary duode-
nal tumor harbored a truncating mutation in
b2-microglobulin (V69Wfs*34), whereas themetas-
tasis retained this mutation and acquired a second
B2M mutation (12L>P; table S7).
We also evaluated the exomes of three primary

tumors from patients who originally had stable
disease by RECIST criteria at 20weeks, but whose
disease progressed within 8 months of initiat-
ing therapy. The average mutational burden was
1647 for this group, similar to those of the other
patients described above. Interestingly, two of
these three tumors harbored mutations of B2M
(table S7).
We next sought to directly test the hypothesis

that checkpoint blockade induces peripheral ex-
pansion of tumor-specific T cells and that mis-
match repair–deficient tumors harbor functional
MANA-specific T cells. Deep sequencing of T cell
receptor CDR3 regions (TCR-seq) has emerged
as a valuable technique to evaluate T cell clonal
representation in both tumors and peripheral
blood. We performed TCR-seq on tumors from
three responding patients (obtained from archival
surgical resections) and identified intratumoral
clones that were selectively expanded in the pe-
riphery (Fig. 2A). These clones were present at
very low frequency (often undetectable) in the pe-
ripheral blood before pembrolizumab treatment,
but many rapidly increased after treatment ini-
tiation, followed by a contraction that generally
occurred before radiologic responses were ob-
served. To characterize functional T cell clones
specific for mutant peptides, we obtained periph-
eral blood from one of the patients (subject 19).
We tested the patient’s posttreatment peripheral
blood for reactivity against the 15 top candidate
MANAs as identified via a neoantigen prediction
algorithm [specified by the patient’s human leuko-
cyte antigen (HLA) class I alleles; see supplemen-
tarymaterials]with an interferon-g (IFN-g) ELISpot
assay. Counts of spot-forming cells or cytokine
activity analyses revealed T cell responses against
7 of 15 peptides (Fig. 2, B and C). We next inter-
rogated the expanded lymphocyte populations
against these seven peptides with TCR-seq. Clonal
T cell expansion was noted in response to three
of the seven peptides (Fig. 2D), with specificity
demonstrated by a lack of expansion in response
to any other peptide tested (fig. S4). In the pe-
ripheral blood, T cell expansion to these three
mutant peptides resulted in 142 unique TCR
sequences, seven of which were found in the
tumor sample (two from MANA1, three from
MANA2, and two fromMANA4) (Fig. 2D). Of note,
the mutant peptides that scored positive all re-
sulted from frameshift mutations—the type of
mutation that is most characteristic of mismatch
repair–deficient cancers.
All seven of the MANA-reactive TCRs were de-

tectable in peripheral blood at very low frequen-
cy (less than 0.02%) before treatment. However,
four of the clones rapidly increased in frequency
in the peripheral blood after anti–PD-1 treatment
(Fig. 2E). Similar to results from the three patients
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Table 1. Summary of therapeutic response to pembrolizumab (anti–PD-1) treatment. Radio-
graphic responses, progression-free survival (PFS), and overall survival (OS) estimates were

measured using RECISTv1.1 guidelines. Patients were considered not evaluable if clinical progression
precluded a 12-week scan. The rate of disease control was defined as the percentage of patients who

had a complete response, partial response, or stable disease for 12 weeks or more. NR, not reached.

Type of response Patients (n = 86)

Complete response 18 (21%)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Partial response 28 (33%)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Stable disease 20 (23%)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Progressive disease 12 (14%)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Not evaluable 8 (9%)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Objective response rate 53%
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

95% CI 42 to 64%
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Disease control rate 77%
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

95% CI 66 to 85%
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Median progression-free survival time NR
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

95% CI 14.8 months to NR
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

2-year progression-free survival rate 53%
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

95% CI 42 to 68%
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Median overall survival time NR
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

95% CI NR to NR
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

2-year overall survival rate 64%
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

95% CI 53 to 78%
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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Fig. 2. TCR clonal dynamics and mutation-associated neoantigen
recognition in patients responding to PD-1 blockade. (A) TCR
sequencing was performed on serial peripheral T cell samples obtained
before and after PD-1 blockade. Tumor tissue with mismatch repair
deficiency was obtained from three responding patients. Shown for each
patient are 15 TCR clones with the highest relative change in frequency
after treatment (left) that were also found in the original tumor (right
panels). (B) Whole-exome sequencing was performed on tumor and
matched normal tissue from patient 19. Somatic alterations were analyzed
using a neoantigen prediction pipeline to identify putative MANAs.
Reactivity to 15 candidate MANAs was tested in a 10-day cultured IFN-g
ELISpot assay. Data are shown as the mean number of spot-forming cells
(SFC) per 106 T cells (left) or mean cytokine activity (right) of triplicate
wells ± SD. *P < 0.05, **P < 0.01, ***P < 0.001. (C) Seven candidate
MANAs were selected for TCR analysis on the basis of ELISpot reactivity.
(D) MANA-specific T cell responses were identified against three of seven
candidate MANAs (MANA1, MANA2, and MANA4) after 10 days of in vitro
stimulation (left panels). MANA-specific clones were identified by significant
expansion in response to the relevant peptide and no significant expansion in
response to any other peptide tested (fig. S3). Data are shown as the relative
change in TCR clone frequency compared to the frequency of that clone after
identical culture without peptide. These T cell clones were also found in the
original tumor biopsy (right panels). (E) Frequency of MANA-specific clones,
carcinoembryonic antigen (CEA), and radiographic response in the tumor
[from (D)] were tracked in the peripheral blood before treatment and at various
times after pembrolizumab treatment. Time is shown in weeks after the first

pembrolizumab dose. (F) In vitro binding and stability assays demonstrate the
affinity kinetics of each relevant MANA and the corresponding wild-type peptide
(when applicable) for their restricting HLA class I allele. The A*02:01-restricted
influenza M GILGFVTL epitope was used as a negative control for each assay;
known HLA-matched epitopes were used as positive controls when available.
Data are shown as counts per second with increasing peptide concentration for
binding assays (top) or counts per minute over time for stability assays (bottom).
Data points indicate the mean of two independent experiments ± SD. Amino
acid abbreviations: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys;
L, Leu; M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; Y, Tyr.
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analyzed above, the frequencies of these function-
ally validated MANA-specific T cell clones peaked
soon after treatment and corresponded with nor-
malization of the systemic tumormarker, predat-
ing objective radiographic response by several
weeks. This peak in T cell clonal expansion was
followed by decreases in frequency, reminiscent
of T cell responses to acute viral infections (Fig.
2E). Because all the MANAs were from frame-
shift mutations, onlyMANA2 had a similar wild-
type counterpart (differing in the two C-terminal
amino acids). The corresponding wild-type pep-
tide bound to HLA with less than 1% of the af-
finity of themutant peptide counterpart (Fig. 2F),
consistentwith themutation conferring enhanced
HLA binding.
To estimate the proportion of cancer patients

for whom the results of this study might be ap-
plicable, we evaluated 12,019 cancers represent-
ing 32 distinct tumor types for mismatch repair
deficiency using a next-generation sequencing–
based approach (Fig. 3). In accordance with a
recent independent estimate using a different
approach (23), we found that >2% of adenocar-
cinomas of the endometrium, stomach, small in-
testine, colon and rectum, cervix, prostate, bile
duct, and liver, as well as neuroendocrine tu-
mors, uterine sarcomas, and thyroid carcinomas,
were mismatch repair–deficient. Across these
11 tumor types, 10% of stage I to stage III cancers
and 5%of stage IV cancersweremismatch repair–
deficient. This represents roughly 40,000 annual
stage I to III diagnoses and20,000 stage IVdiagno-
ses in the United States alone. Because genetic
and immunohistochemical tests for mismatch
repair deficiency are already widely available,

these results tie immunity, cancer genetics, and
therapeutics together in a manner that will likely
establish a new standard of care. In the future,
testing formismatch repair deficiency in patients
who are refractory to other treatments might be
considered in order to identify those who may
benefit from PD-1 pathway blockade, regard-
less of tumor type.
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Fig. 3. Mismatch repair
deficiency across
12,019 tumors.The pro-
portion of mismatch
repair–deficient tumors
in each cancer subtype is
expressed as a percent-
age. Mismatch repair–
deficient tumors were
identified in 24 of 32
tumor subtypes tested,
more often in early-stage
disease (defined as
stage < IV).
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IMMUNOLOGY

Recurrent infection progressively
disables host protection against
intestinal inflammation
Won Ho Yang,1,2,3 Douglas M. Heithoff,1,3 Peter V. Aziz,1,2,3 Markus Sperandio,4

Victor Nizet,5 Michael J. Mahan,1,3 Jamey D. Marth1,2,3*

Intestinal inflammation is the central pathological feature of colitis and the inflammatory
bowel diseases. These syndromes arise from unidentified environmental factors. We
found that recurrent nonlethal gastric infections of Gram-negative Salmonella enterica
Typhimurium (ST), a major source of human food poisoning, caused inflammation of
murine intestinal tissue, predominantly the colon, which persisted after pathogen
clearance and irreversibly escalated in severity with repeated infections. ST progressively
disabled a host mechanism of protection by inducing endogenous neuraminidase
activity, which accelerated the molecular aging and clearance of intestinal alkaline
phosphatase (IAP). Disease was linked to a Toll-like receptor 4 (TLR4)–dependent
mechanism of IAP desialylation with accumulation of the IAP substrate and TLR4 ligand,
lipopolysaccharide-phosphate. The administration of IAP or the antiviral neuraminidase
inhibitor zanamivir was therapeutic by maintaining IAP abundance and function.

I
nflammation of the intestinal tract is the
defining feature of colitis and the human
inflammatory bowel diseases (IBDs), includ-
ing Crohn’s disease and ulcerative colitis (UC).
In these syndromes, chronic inflammation

disrupts intestinal homeostasis and provokes
immune-mediated tissue damage (1–3). The
origins of these diseases remain mysterious and
involve one or more environmental factors (4).
Among multiple human monozygotic twin com-
parisons, the genetic contribution to the origin
of UC is about 20%, whereas in Crohn’s disease,
genetics may play a larger though often minor
role (5). Considering the possible environmental
origins of disease, pathogenic infection has been
studied as a factor in precipitating intestinal
inflammation (6). Notably, bacterial infections
have been linked to seasonal increases in hospital
admissions involving intestinal inflammation
and IBD (7).
Small-inoculum bacterial infections that are

brief and self-limited are likely to be the most
common infections, and they may frequently go
unreported, potentially leading to an under-
appreciation of the numbers of infections among

individuals. We hypothesized that there may be
cumulative effects of repeated small-inoculum
and subclinical infections, which, if true, may be
detected in a model of human food poisoning.
We designed a study using recurrent low-titer non-
lethal gastrointestinal infection by the bacterium
Salmonella enterica Typhimurium (ST), a com-
mon human pathogen. Nontyphoidal Salmonella
(NTS) produces a greater human disease burden
than any other foodborne bacterial pathogen in
the United States, causing more than a million
illnesses annually (8, 9). Globally, NTS causes
93.8million cases and 155,000deaths each year (10)
and is responsible for up to 50% of bacteremias
in young children from developing countries
(11, 12).

Results
ST infection elicits intestinal
inflammation by diminishing host
intestinal alkaline phosphatase levels

Beginning at 8 weeks of age, wild-type C57BL/6J
mice were infected by gastric intubation with 2 ×
103 ST colony-forming units (CFU) every 4 weeks
for six consecutive months. After infection, ST
was detected transiently and predominantly in
the small intestine and some lymphoid tissues.
The pathogen was cleared by the host to unde-
tectable levels by 21-days post-infection monitor-
ing, which further noted the absence of overt
symptoms ormortality among the animals (fig. S1,
A and B). The onset of disease requiredmore than
a single infection with this low titer, whereasmul-
tiple signs of disease were evident among most of
the animals before the fourth infection. Pheno-
types consistent with the onset of intestinal dys-

function included weight loss, reduced colon
length, altered stool consistency (diarrhea), and
the presence of fecal blood (Fig. 1, A to D, and fig.
S1C). By 20 weeks of age and before the fourth
infection, signs of disease were present among
most of the animals and further included an
epithelial barrier defect (Fig. 1E). At 32 to48weeks,
rectal prolapse was observed among some ani-
mals undergoing recurrent infections (Fig. 1F).
The frequency of disease symptoms escalated
with successive recurrent infections and per-
sisted for at least 5 months after the cessation
of infections.
Reductions in alkaline phosphatase (AP) activ-

ity and intestinal AP (IAP) abundance were de-
tected in both the small intestine and intestinal
contents,whereas levels of duodenal tissuemRNA
encoding IAP were unchanged (Fig. 1, G to I, and
fig. S2A). Mammalian IAP is produced exclusively
by enterocytes of the duodenum and is released
from the cell surface into the lumen where it can
dephosphorylate and thereby detoxify the lipo-
polysaccharide (LPS) endotoxin of Gram-negative
bacteria (13–16). We found that oral supplemen-
tation with calf IAP (cIAP) maintained normal
AP activity levels in the intestinal tract among
animals receiving recurrent ST infections (Fig. 1J).
Analysis of LPS isolated from the intestinal tract
at 20 weeks of age before the fourth infection and
after ST clearance revealed a fourfold increase in
endogenous LPS-phosphate levels in the context
of a 50% increase in total LPS, both of which were
maintained close to normal levels inmice receiving
cIAP treatment (Fig. 1K). Augmentation of AP
activity by cIAP treatment also protected against
the development of disease symptoms encom-
passing weight loss, colon length, diarrhea, fecal
blood, and epithelial barrier function (Fig. 1L).
Inflammatory cytokines associated with intes-

tinal tissue inflammation include chemokine lig-
and5 (CCL5), interleukin-1b (IL-1b), tumornecrosis
factor–a (TNF-a), and interferon-g (IFN-g). Re-
current ST infection progressively increased in-
flammatory cytokine mRNA expression levels
predominantly in the colon, unless cIAP treat-
ment was provided (Fig. 1M). Histopathological
changes were also predominantly seen in the
colon, including an infiltration of leukocytes into
the lamina propria, which included neutrophils,
monocytes, and T cells, as well as an erosion of
the epithelial barrier, and reduced goblet cell
numbers, whereas a much lesser effect was ob-
served in the small intestine and, in addition,
only in the ileum (Fig. 1N and figs. S2B and S3).
Thus, recurrent nonlethal gastrointestinal infec-
tion of ST diminished the expression of host IAP
activity that normally confers host protection
against intestinal inflammation and tissue dam-
age predominantly in the colon. Studies were
further undertaken to identify the mechanisms
that regulate IAP function.

IAP deficiency is linked to an
accelerated rate of desialylation and
endocytic localization

IAP is synthesized as a glycosylphosphatidylino-
sitol (GPI)–linked glycoprotein residing on the
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enterocyte cell surface of the duodenum until
it is released into the intestinal lumen by phos-
pholipase activity (13, 17). IAP production was
investigated by pulse-chase experiments of ex vivo
primary enterocyte cultures derived from small
intestinal tissue. Normal rates of IAP synthesis

and appearance at the cell surface were observed
among all enterocyte cultures regardless of pre-
viously cleared infections (Fig. 2A). In contrast,
a significant decrease in IAP cell surface half-
life with reduced IAP abundance in the culture
media was measured among enterocyte samples

from mice that had cleared multiple infections
(Fig. 2, B and C). Colocalization studies revealed
increased colocalization of IAP with markers
of early endosomes and lysosomes coincident
with reduced cell surface IAP abundance (Fig. 2,
D and E).

Yang et al., Science 358, eaao5610 (2017) 22 December 2017 2 of 12

Fig. 1. Recurrent ST infection diminishes the abundance and protec-
tive role of IAP.Wild-type (WT) mice were analyzed during a course
of recurrent ST infection (2 × 103 CFU) or uninfected [phosphate-buffered
saline (PBS)] at indicated time points (arrows). (A) Body weight (ST,
n = 20; PBS, n = 19). (B) Colon length (n = 40 per condition). (C) Diarrhea
and stool consistency (ST, n = 19; PBS, n = 13). (D) Fecal blood (ST,
n = 19; PBS, n = 13). (E) Intestinal epithelial barrier function (n = 8 per
condition) at 20 weeks of age before the fourth infection. FITC, fluorescein
isothiocyanate. (F) Rectal prolapse (ST, n = 30; PBS, n = 20) at 32 to
48 weeks of age or 4 to 20 weeks after last ST infection (representative
image). (G) AP activity (n = 40 per condition). (H) Immunoblot blot analysis
of IAP at 20 weeks of age before the fourth infection (n = 8 per condition).
(I) Relative IAP abundance (n = 40 per condition). (J) AP activity ± cIAP
(n = 40 per condition). (K) LPS abundance and phosphate released from LPS

(n = 8 per condition) at 20 weeks of age. (L) Body weight (n = 10 per
condition), colon length (n = 8 per condition), diarrhea (ST, n = 23; PBS,
n = 14; ST + cIAP, n = 19; PBS + cIAP, n = 15), fecal blood (ST, n = 23;
PBS, n = 14; ST + cIAP, n = 19; PBS + cIAP, n = 15) at 48 weeks of age
(20 weeks after last ST infection), and intestinal epithelial barrier function
(n = 8 per condition) at 20 weeks of age before the fourth infection.
(M) Cytokine mRNA expression (n = 30 per condition). (N) Hematoxylin and
eosin (H&E)–stained intestinal tissues at 48 weeks of age (20 weeks after
last ST infection). L, intestinal lumen; E, epithelial layer; C, crypt; G, goblet
cell; S, submucosa; I, infiltration of leukocytes. Graphs are representative of
16 fields of view (n = 4 per condition). All scale bars, 100 mm. Error bars
represent means ± SEM. ***P < 0.001, **P < 0.01, and *P < 0.05; Student’s
t test (A, B, E, and G to I) or one-way analysis of variance (ANOVA) with
Tukey’s multiple comparisons test (J to N).
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IAP is glycosylated during its synthesis in the
secretory pathway. We next analyzed the glycan
linkages attached to enterocyte IAP using ana-
lytical lectins, including the a2-3 sialic acid–
specific lectin Maackia amurensis lectin II and
the galactose-specific lectins Erythrina cristagalli
agglutinin andRicinus communis agglutinin. These
lectins have been validated biochemically and
genetically, although their binding does not pro-
vide full structural resolution of all glycan types
and linkages present. A significant reduction of
terminal sialic acid linkages coincident with the
exposure of underlying galactose linkages was
measured in the context of recurrent infection
(Fig. 2F). No comparative changes to other spe-
cific glycan linkages were detected, including the
sialylation state of core 1 O-glycans, or changes
in abundance of a2-6–linked sialic acids, using
peanut agglutinin and Sambucus nigra lectins,
respectively. In the absence of infection, we ob-
served a progressive desialylation of the glycans
attached to nascent IAP on the enterocyte cell
surface, indicative of a feature of its normal
molecular aging. This basal rate of IAP desialy-
lation was significantly increased by recurrent
ST infection and was concurrent with increased
IAP internalization and degradation in enter-

ocytes (Fig. 2G). Although IAP deficiency appeared
to be the predominant factor in disease onset,
as indicated by the effects of cIAP treatment,
multiple enterocyte cell surface glycoproteins
were observed to be desialylated and internal-
ized from the cell surface of endocytes, including
sucrase-isomaltase, dipeptidyl peptidase 4, and
lactase (fig. S4). These results suggest that the
presence of one or more sialyltransferases estab-
lishes the normal half-lives (and consequent abun-
dance) of enterocyte cell surface glycoproteins,
including IAP.

ST3Gal6 is responsible for IAP
sialylation in protecting against
intestinal inflammation

The ST3Gal6 sialyltransferase generates a2-3
sialic acid linkages on glycoproteins and is highly
expressed in the intestinal tract (18, 19). In mice
lacking a functional St3gal6 gene, we detected a
significant reduction in AP activity and IAP abun-
dance, whereas mRNA encoding IAP was un-
changed (Fig. 3, A and B, and fig. S5A). Although
LPS levels in the intestinal tract were similar at
8 weeksof age, a threefold increaseofLPS-phosphate
abundance was measured, consistent with re-
duced AP activity (Fig. 3C). Because of absent

ST3Gal6 function, IAP sialic acid linkages were
also deficient with increased galactose exposure
(Fig. 3D), similar to findings in wild-type mice
experiencing recurrent ST infection. Glycan alter-
ations were further detected histologically among
small intestinal epithelial cells (fig. S5B). Dimin-
ished IAP sialylation in ST3Gal6 deficiency was
linked to reduced IAP cell surface residency and
increased IAP colocalization with markers of
endosomes and lysosomes (Fig. 3, E to I). Thus,
IAP sialylation by ST3Gal6 functions tomaintain
IAPhalf-life andabundance in the intestinal lumen.
The impact of IAP deficiency caused by the ab-
sence of ST3Gal6 was further investigated.
Mice aging in the absence of ST3Gal6 was com-

pared with that of wild-type littermates in the
presence and absence of recurrent ST infection
and cIAP therapy. Spontaneous phenotypes de-
tected in uninfected mice lacking ST3Gal6 in-
cluded reduced bodyweight, reduced colon length,
diarrhea, the presence of fecal blood, and epithelial
barrier dysfunction, all of which were exacerbated
by recurrent ST infection. The addition of cIAP to
drinking water normalized AP activity levels
during adult life and reduced or eliminated signs
of disease (Fig. 4, A to C). Similarly, increased LPS-
phosphate levels were closely associated with

Yang et al., Science 358, eaao5610 (2017) 22 December 2017 3 of 12

Fig. 2. Mechanism of IAP regulation during recurrent ST infection.
(A to C) Pulse-chase analyses of IAP synthesis, trafficking, and cell surface
half-life among cultured primary enterocytes isolated from WTmice at
20 weeks of age (before a fourth ST infection). (D and E) In situ
localization and intracellular colocalization of IAP in duodenal sections
stained with H&E or with fluorescent antibodies to IAP (green) and
intracellular compartment proteins (red), including early endosomes
(EEA1), lysosomes (LAMP2), trans-Golgi (g-adaptin), cis-Golgi (Calnuc), or
the endoplasmic reticulum (PDI), depicting the percentage of IAP

colocalization (yellow). Graphs are representative of 10 fields of view
(n = 4 per condition). Scale bars, 10 mm. DAPI, 4′,6-diamidino-2-
phenylindole. (F) Lectin blot of IAP from small intestine. (G) Lectin binding
of IAP on cultured enterocytes after cell surface biotinylation. (A to G)
WTmice at 20 weeks of age before fourth infection. (A to C and G)
n = 6 per condition. (F) n = 8 per condition. Error bars represent
means ± SEM. ***P < 0.001, **P < 0.01, and *P < 0.05; Student’s t test
(A to C and E and F) or one-way ANOVA with Tukey’s multiple comparisons
test (G).
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reduced IAP and the onset of disease symp-
toms, whereas total LPS increased only modestly
in the intestinal contents of infected mice (Fig.
4D). LPS is generated predominantly in the co-
lon by commensal microbes that may serve as
markers or effectors of intestinal inflammatory
disease (20).
A survey of microbiota using 16S ribosomal

DNA (rDNA) probes revealed a 50% increase of
intestinal bacterial load attributed primarily to
the Gram-negative Enterobacteriaceae, consistent
with themagnitude of increase of total LPS. These
findings were present among both uninfected
St3gal6-null mice and wild-type littermates sub-
jected to recurrent ST infection (Fig. 4E). The tem-
poral acquisition of these microbiota changes
observed at 32 weeks was found to emerge pro-
gressively among wild-type mice receiving peri-
odic ST infections and was coincident with the
emergence and increase in the severity of disease
symptoms (fig. S6). These findings are also con-
sistent with reports of altered commensal micro-
biota populations that can contribute intestinal
inflammation and that often include elevated
levels of Enterobacteriaceae (3, 21).
ST3Gal6 deficiency spontaneously increased in-

flammatory cytokines in the intestinal tissues of
uninfected animals, and this was further exacer-

bated by recurrent ST infection (Fig. 4F). Sim-
ilarly, histopathological findings in the absence
of ST3Gal6 correlated with elevated inflamma-
torymarker expression and leukocyte infiltration,
epithelial layer discontinuity, and reduced goblet
cell numbers, which were also increased in sever-
ity by recurrent ST infection (Fig. 4G). These re-
sults demonstrated that the ST3Gal6 sialytransferase
is essential to support normal IAP sialylation and
expression and thereby host protection against
spontaneous intestinal inflammation. The cause
of IAP desialylation after ST infection was un-
accounted for but implicated as a significant trig-
ger of pathogenesis.

Disease onset with neuraminidase
induction is TLR4-dependent
and recapitulated by LPS

Neuraminidase (Neu) enzymes, also known as
sialidases, hydrolyze sialic acids attached to glycan
polymers and are encoded in the genomes of di-
verse organisms, including bacteria, mice, and hu-
mans. However, the genome of the ST isolate used
inour studiesdoesnot encodeaNeu (22), indicating
a host source of the induced Neu activity. Four
Neu genes have been identified in mammalian
genomes (Neu1 to Neu4), with NEU1 and NEU3
enzymes expressed in multiple compartments,

including the cell surface, and in the blood
(23, 24). An increase in Neu activity occurred in
the small intestine because of ST infection. Studies
of Toll-like receptor 4 (Tlr4)–null mice revealed
that this induction of host Neu activity was de-
pendent on TLR4 function (Fig. 5A). Amongmam-
malian Neu isozymes, only NEU3 abundance
and Neu3 RNA expression correlated with TLR4-
dependent induction of Neu activity (Fig. 5, B and
C). The absence of Neu3 induction due to TLR4
deficiency resulted in normal IAP expression at
the enterocyte cell surface (Fig. 5D). This was co-
incident with normal levels of sialic acid link-
ages on IAP and among apical glycoproteins of
the small intestinal epithelium (fig. S5, C and D).
AP activity and IAP abundance also remained
normal in TLR4 deficiency, and LPS-phosphate
levels did not increase significantly after ST in-
fections (Fig. 5, E to G). The induction of inflam-
matory cytokines caused by recurrent ST infection
was also blocked by TLR4 deficiency, and signs
of disease were reduced or eliminated with the
maintenance of epithelial barrier function (Fig.
5, H and I).
TLR4 is activated by binding to its LPS ligand

(25, 26). The LPS bacterial endotoxin is found pre-
dominantly in the colon (27, 28), where it can ini-
tiate proinflammatory signaling to engage immune
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Fig. 3. Mechanism of IAP regulation by ST3Gal6 sialylation. (A) AP
activity. (B) IAP protein abundance. (C) LPS abundance and phosphate
released from LPS of intestinal content. (D) Lectin blot of IAP from
small intestine. (E to G) Pulse-chase of IAP synthesis and trafficking and
IAP cell surface half-life among cultured primary enterocytes isolated
from uninfected ST3Gal6-deficient mice and WT littermates at 8 to
10 weeks of age. (H and I) In situ localization and intracellular colocalization

of IAP in duodenum, depicting the percentage of IAP colocalization
(yellow). Graphs are representative of 10 fields of view (n = 4 per
genotype). Scale bars, 10 mm. (A to I) St3Gal6-deficient mice and WT
littermates at 8 to 10 weeks of age, uninfected. (A to D) n = 8 per
condition. (E to G) n = 6 per condition. Error bars represent means
± SEM. ***P < 0.001, **P < 0.01, and *P < 0.05; Student’s t test
(A to G and I).
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cells in the onset and development of disease
(29, 30). We investigated whether LPS was itself
sufficient for Neu induction, IAP deficiency, and
concurrent elevations of inflammatory cytokines.
Dose-response analyses using commercially ob-
tained LPS were undertaken to determine mini-
mal dosage and timing for further study (fig. S7,
A and B). We found that gastric intubation of
LPS inducedNeu activity, NEU3 abundance, and
Neu3 RNA levels with reductions in AP activity

and IAP abundance, all of whichwere dependent
on TLR4 function (Fig. 6, A to F). The induction
of Neu activity by LPS resulted in TLR4-dependent
reductions of sialic acid linkages with galactose
exposure on isolated IAP and among apical cell
surface glycoproteins of the small intestinal epithe-
lium (fig. S7, C and D). LPS increased the inter-
nalization and colocalization of IAPwith endocytic
markers coincident with reduced IAP expres-
sion at the cell surface (fig. S7E). Normal IAP

levels were retained after LPS administration in
TLR4 deficiency with relatively low abundance
of LPS-phosphate (Fig. 6G). The induction of LPS-
induced inflammatory cytokines was also blocked
by TLR4 deficiency with the retention of epi-
thelial barrier function (Fig. 6, H and I). Thus,
LPS/TLR4 signaling resulting from recurrent
low-titer ST infection is linked to the induction
of host NEU3 and increased Neu activity, re-
sulting in IAP desialylation and its subsequent
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Fig. 4. ST3Gal6 sialylation of IAP prevents intestinal inflammation.
Indicated genotypes after ST reinfection (arrows) were analyzed in the
absence or presence of cIAP. (A) AP activity (n = 32 per condition).
(B) Body weight (n = 10 per condition), colon length (n = 32 per condition),
diarrhea (n = 30 per condition), and fecal blood (n = 30 per condition).
(C) Intestinal epithelial barrier function. (D) LPS abundance and
phosphate released from LPS of intestinal content. (E) Commensal
microbiome 16S rDNA in intestinal content (n = 10 per condition).

(F) Inflammatory cytokine RNA in colon and small intestine (n = 24 per
condition). (G) H&E-stained colon sections. Graphs are representative
of 10 fields of view (n = 4 per condition). Scale bars, 100 mm. (C and D)
Data were acquired from mice 20 weeks of age before fourth infection.
(E to G) Data were acquired from mice 32 weeks of age and 4 weeks after
the last infection. (C and D) n = 8 per condition. Error bars represent
means ± SEM. ***P < 0.001, **P < 0.01, and *P < 0.05; one-way ANOVA
with Tukey’s multiple comparisons test (A to G).
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Fig. 5. Host Neu is induced by TLR4 during recurrent ST infection.
WT and Tlr4-deficient mice were analyzed after recurrent ST infections
(arrows). (A) Neu activity (n = 30 per condition). (B) NEU1 to NEU4
protein abundance in the small intestine. (C) Neu3 mRNA expression in
small intestine. (D) In situ localization of NEU3 and IAP in duodenum.
Images are representative of 10 fields of view (n = 4 per condition). Scale
bars, 50 mm. (E) AP activity (n = 24 per condition). (F) IAP protein

abundance. (G) LPS abundance and phosphate released from LPS of
intestinal content. (H) Inflammatory cytokine RNA abundance (n = 16 per
condition). (I) Intestinal epithelial barrier function. (B, C, F, G, and I)
n = 6 per condition. (B, C, F, G, and I) Animals were 20 weeks of
age before the fourth infection. Error bars represent means ± SEM.
***P < 0.001, **P < 0.01, and *P < 0.05; one-way ANOVA with Tukey’s
multiple comparisons test (A to I).

Fig. 6. Host Neu is induced by TLR4 and LPS. (A) Neu activity in mice at
8 weeks of age before repeated LPS administrations (arrows). (B and
C) Neu protein abundance and Neu3 RNA expression in small intestine.
(D) In situ localization of NEU3 and IAP in duodenum sections, representa-
tive of 10 fields of view (n = 4 per condition). Scale bars, 50 mm. (E) APactivity
before repeated LPS administrations (arrows). (F) IAP protein abundance.

(G to I) Phosphate released from LPS of intestinal content, inflammatory
cytokine RNA abundance, and intestinal epithelial barrier function.
(A and E) n = 24 per condition. (B, C, F, G, and I) n = 6 per condition. (H)
n = 16 per condition. (B, C, F, G, and I) Mice on day 6 after LPS administration.
Error bars represent means ± SEM. ***P < 0.001, **P < 0.01, and *P < 0.05;
one-way ANOVA with Tukey’s multiple comparisons test (A to I).
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Fig. 7. Effects of the Neu inhibitor zanamivir on intestinal inflamma-
tion.WTmice were analyzed at indicated ages before ST reinfection
(arrows) in the absence or presence of zanamivir (Zana) (0.5 mg/ml)
provided in drinking water immediately after first infection. (A) Neu
activity. (B) NEU1 to NEU4 protein abundance in small intestine.
(C) AP activity. (D) IAP protein abundance. (E) LPS abundance and
phosphate released from LPS of intestinal content. (F) Lectin blotting
of IAP protein from small intestine. (G) In situ localization of IAP in
duodenum, representative of 10 fields of view (n = 4 per condition).
Scale bars, 20 mm. (H) Body weight (n = 10 per condition), colon length

(n = 8 per condition), diarrhea (n = 10 per condition) and fecal blood
(n = 10 per condition) at 32 weeks of age, and intestinal epithelial barrier
function (n = 8 per condition) at 20 weeks of age. (I) Inflammatory
cytokine RNA abundance. (J) H&E-stained colon sections at 32 weeks
of age. Graphs are representative of 10 fields of view (n = 4 mice per
condition). Scale bars, 100 mm. (D to G) Mice at 20 weeks of age. (A
and C) n = 32 per condition. (B and I) n = 30 per condition. (D to F)
n = 6 per condition. Error bars represent means ± SEM. ***P < 0.001,
**P < 0.01, and *P < 0.05; one-way ANOVA with Tukey’s multiple
comparisons test (A to J).
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pathogenic deficiency. Thus, Neu inhibition may
be therapeutic in the contextof recurrentST infection.

Therapeutic effect of zanamivir entails
the maintenance of IAP abundance
and function

The marketed antiviral drug zanamivir inhibits
influenza Neu activity (31) and has been used in
research onmammalianNeu isozymes (24, 32, 33).
At pharmacological dosages, zanamivir inhibits
NEU2, NEU3, and NEU4 but not NEU1 (32, 33).
We found that oral treatment with zanamivir
maintained normalNeu activity levels in animals
experiencing recurrent ST infections (Fig. 7A).
Zanamivir did not block the physical induction
of NEU3, which persisted for at least 20 weeks
after the last ST infection (Fig. 7B). However, the
inhibition of Neu activity by zanamivir main-
tained host AP activity, IAP abundance, and
normal lectin-binding patterns among apical
glycoproteins of the small intestinal epithelium
(Fig. 7, C and D, and fig. S8). The maintenance of
IAP expression and activity was linked to the
retention of relatively low LPS-phosphate levels
that were otherwise elevated by ST infection (Fig.
7E). Zanamivir inhibited IAP desialylation coin-
cident with normal IAP expression at the entero-
cyte cell surface (Fig. 7, F and G). Zanamivir also
inhibited the induction of inflammatory cytokines
and reduced the appearance of diseasemarkers of
intestinal inflammation, including alterations of
commensal microbiota and barrier dysfunction
(Fig. 7, H to J, and fig. S9). In contrast, for acute
and chronic models of chemically induced colitis
using dextran sodium sulfate (DSS) (34, 35),
zanamivir had no effect, whereas ST3Gal6 defi-
ciency exacerbated signs of disease, consistent
with the presence of different inflammatory
mechanisms that may be responsive to IAP
treatment (fig. S10). Our findings together indi-
cate a disease mechanism of environmental and
pathogen origin, which encompasses the differ-
ent locations and functions of the small intestine
and colon (Fig. 8).

Discussion

An increasingly severe colitis developed from
recurrent low-titer nonlethal transient gastric
infections of the Gram-negative pathogen ST.
In this mouse model of repeated human food
poisoning, the host rapidly cleared the pathogen.
Nevertheless, subsequent recurrent infections pro-
gressively disabled a mechanism in the host
that normally protects against spontaneous
intestinal inflammation. This anti-inflammatory
mechanism operates primarily in the colon but is
dependent on IAP production and release from
duodenal enterocytes of the small intestine. ST
infection targeted this protective mechanism by
activating host TLR4 function in the duodenum,
inducing host Neu activity with elevated NEU3
expression at the luminal surface of the enterocyte.
Neu induction accelerated the rate of nascent IAP
aging by desialylation on the enterocyte cell sur-
face, reducing IAP half-life, inducing IAP inter-
nalization and degradation, and resulting in a
downstream IAP deficiency in the colon. IAP de-

ficiency was linked to the deficient dephos-
phorylation of LPS molecules produced by com-
mensal microbiota. This TLR4-dependent disease
manifested primarily in the colon with IBD-like
symptoms closer to UC than Crohn’s disease, and
was linked to increases in the proinflammatory
TLR4 ligand LPS-phosphate. Similarly, the genetic
disruption of ST3Gal6-dependent sialic acid link-
age formation during IAP synthesis caused IAP
deficiency, resulting in a spontaneous colitis,
which increased in severity with age and was ex-
acerbated by recurrent ST infections. In both
cases, diminished glycoprotein sialylation among
enterocytes resulted in reduced IAP half-life, lead-
ing to IAP deficiency withmarkedly elevated LPS-
phosphate abundance in the colon. Consistent
with a TLR4-dependent mechanism, LPS admin-
istration alone recapitulated NEU3 induction and
IAP deficiency, bypassing the requirement for
IAP deficiency to increase colonic LPS-phosphate
levels in provoking inflammation.
Intestinal inflammation failed to resolve after

the discontinuation of periodic recurrent infec-
tions and persisted for months afterward as a
lasting outcome. The degree of this persistence
may be determined in part by initial infection
titers and the time between recurrent infections
and may result from multiple mechanisms. One
possibility is the generation of epigenetic mod-
ifications to inflammatory gene promoters reg-
ulated by TLR4 function that result in the
persistence of inflammatory cytokine expression,
and may explain observations of the slow res-

olution of inflammatory processes (36, 37). The
enterocyte Neu3 allele is perhaps regulated in
this way because its expression remained in-
duced long after periodic ST infections were dis-
continued. It is also possible that the escalating
inflammation resulting from increased recruit-
ment and activation of innate and adaptive im-
mune cells reaches a point wherein the degree
of immunological activation and damage to the
epithelium is not easily reversed or attenuated.
Disease persistence was also coincident with
microbiota alterations thatwe found emerged con-
currently with signs of disease and endured after
the discontinuation of recurrent infections. In this
regard, acute enteric infections with Yersinia can
trigger gut microbiota dysbiosis and chronic in-
flammation after pathogen clearance in Tlr1-
deficient mice (38). In addition, the microbiota
alterations that we observed predominantly in-
volved Enterobacteriaceae, which are frequently
imbalanced in studies of intestinal inflammatory
disease (21, 38).
Neu enzymes function in a variety of processes,

including pathogen virulence, glycan catabolism,
and biological signaling (39–41) and may differ
among isozymes and origins, such as indicated
fromcecal sources in contributing toDSS-induced
colitis (34). Mammalian Neu3 includes presump-
tive binding sites for transcriptional factors
STAT3, RREB1,MYOD, Ik2, PAX2, Aml1a,HOXA9,
andMEIS1 andmay use alternate promoters con-
trolled by Sp1/Sp3 transcription factors (42). In-
deed, STAT3 and Sp1 transcription factors are
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Fig. 8. Model of intestinal inflammation due to recurrent Gram-negative ST infection. In the
absence of infection of the small intestine, the anti-inflammatory GPI-linked IAP glycoprotein (green
circles) is highly expressed on the enterocyte cell surface. IAP is eventually released into the
lumen and travels through the intestinal tract to the colon where it detoxifies LPS-phosphate
produced by Gram-negative and commensal bacteria via dephosphorylation (yellow circles). Nascent
IAP at the enterocyte cell surface undergoes a low rate of desialylation linked to the rate of
internalization and degradation involving a normal mechanism of IAP aging and turnover. Entero-
cytes of the small intestine respond to LPS-phosphate and ST infection by activating TLR4 function,
which induces host NEU3 Neu (blue bars) on the enterocyte surface. Increased Neu activity
accelerates the rate of IAP desialylation and internalization (orange circles), reducing IAP abundance
and resulting in increased levels of LPS-phosphate in the colon where TLR4 activation elicits
inflammation and disease.
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activated by LPS (43, 44). The transcriptional
activation of Neu3 may further underlie NEU3
induction in cancers of colon, renal, and prostate
tissues, whereas mice lacking NEU3 exhibited
fewer colitis-associated colonic tumors (45–47).
Our studies of an ST isolate lacking an annotated
and demonstrable Neu gene have further linked
Neu3 RNA induction with the elevation of host
Neu activity, supporting the view that host NEU3
is involved in the desialylation of the IAP glyco-
protein, which results in IAP internalization and
deficiency. However, it remains possible that the
Neu activity that we have measured comes from
an unannotated Neu enzyme or the endogenous
microbiota, neither of which can be resolved until
Neu3-deficientmice are further studied. Although
NEU3 activity is primarily active toward ganglio-
sides, studies have shown significant but lesser
activity toward glycoprotein substrates (48). It is
also possible that NEU3 may act indirectly via
the desialylation of its canonical ganglioside sub-
strates. Nevertheless, NEU3 has been reported to
desialylate the epidermal growth factor receptor
glycoprotein (49). Moreover, data similar to our
present findings have further implicated NEU3
in the desialylation of circulating glycoproteins in
the blood linked to a mechanism that determines
the various half-lives of plasma proteins (24).
The regulation of enterocyte IAP trafficking

by sialylation extends this recently discovered
mechanism of secreted protein aging and turnover
to include the determination of protein half-
lives at the cell surface. Although ST infection
resulted in the desialylation and internalization
of multiple enterocyte glycoproteins expressed
at the cell surface, the disease phenotype was
largely due to IAP deficiency. This represents an
example of a specific glycan linkage that is com-
monly found on secreted and cell surface proteins
having a biological purpose more restrictively
associated with one or a few such glycoproteins
(50–52). This can be explained, in part, by the
presence of multiple sialyltransferases operating
in the intestinal tract, which are responsible for
the sialylation of different subsets of bioactive
glycoproteins and which function in different
biological processes. For example, the present
findings involving ST3Gal6 deficiency should
be compared with other studies of ST3Gal4 de-
ficiency (34). Additional factors that may influ-
ence IAP expression and disease onset include
mutations of glycan acceptor sites of IAP and
transcriptional or mutagenic modifications to rel-
evant glycosyltransferase and glycosidase genes,
each of which can contribute to glycoprotein
function (53). The control of IAP half-life via the
increased internalization and degradation of
desialylated IAP implies the possible presence of
a sialic acid–binding lectin analogous to the mam-
malian siglecs of leukocytes (54). Such lectins may
normally bind nascent sialylated IAP on the enter-
ocyte surface to inhibit premature IAP endocy-
tosis, enabling the subsequent release of IAP into
the lumen. Alternatively, the exposure of under-
lying galactose may unmask cryptic ligands for
galactose-binding lectins, such as the galectins,
which modulate glycoprotein endocytosis (50, 55).

Diminished AP activity has been described in
patients with colitis and celiac disease, and oral
AP supplementation is under investigation for
the treatment of inflammatory diseases, includ-
ing the IBDs (56–59). Moreover, NEU3 protein
abundance and activity is reportedly increased in
human IBD patients (60). In animal studies, IAP
deficiency contributes to colitis and allows in-
creased bacterial transit from the intestinal lumen
to the mesenteric lymph nodes (16, 35, 56, 61). We
have found that IAP is highly regulated and
that ST infection disables IAP function in host
protection while progressively eroding microbial
barriers by successive rounds ofwhatmight other-
wise be considered unproductive infections. Envi-
ronmental Gram-negative pathogens that access
and infect the small intestine may have a similar
strategy towardmisappropriating host TLR4 func-
tion to diminish IAP activity and increase colonic
LPS-phosphate levels, provoking intestinal inflam-
mation. This further emphasizes the dual nature
of host TLR4 function, which may be either ad-
vantageous or disadvantageous perhaps depend-
ing on the context of exposure and the severity of
infection. Although the link that we identified
between host TLR4 function and NEU3 induc-
tion appears to favor the pathogen, advantageous
features of TLR4 signaling may become evident
with high Salmonella titers that engender ex-
tended pathogen colonization of the intestinal
tract. Nevertheless, IAP augmentation and Neu
inhibition represent candidate therapies for pre-
venting the onset and progression of an escalating
colitis that originates from recurrent low-titer
Salmonella infections, as may occur in com-
mon cases of human food poisoning.

Materials and methods
Laboratory animals

Inbred C57BL/6J mice were used (Jackson Labo-
ratory).St3gal6-deficientmice (19)werebackcrossed
six or more generations into the C57BL/6J back-
ground prior to study. TLR4–/– mice (B6(Cg)-
Tlr4tm1.2Karp/J) were purchased from the Jackson
Laboratory. Littermates bearing normal alleles
were used as controls. All mice analyzed were
provided sterile pellet food andwater ad libitum.
Institutional Animal Care and Use Committees
of the University of California Santa Barbara and
the Sanford Burnham Prebys Medical Discovery
Institute approved studies undertaken herein.

Bacterial strains and infection protocols

Salmonella enterica subsp. enterica serovar
Typhimurium reference strain ATCC 14028 (CDC
6516-60) was used as previously described (62).
For the induction of chronic colitis, 8-week-old
mice were infected with ST (2 × 103 cfu) via
gastric intubation up to five times at 4-week
intervals after the initial infection. For monitor-
ing the development of colitis, mice were weighed
biweekly and assessed for colitis-associated
symptoms, including the presence of diarrhea,
stool consistency (0, normal; 2, loose stools; 4,
diarrhea), fecal blood (occult fecal blood posi-
tive, Beckman Coulter), and rectal prolapse as
previously described (63).

Histology
Mouse tissues were fixed in 10% buffered for-
malin (Sigma-Aldrich), transferred to 30% sucrose/
PBS, and embedded in Tissue-Tek OCT compound
(Sakura Finetek). Three-micron frozen serial sec-
tions were stained with hematoxylin and eosin
(H & E; Sigma-Aldrich) or incubated with 1 mg/ml
of antibodies to one or more molecules including
CD3e (M-20, SantaCruzBiotechnology),Gr-1 (M-66,
Santa Cruz Biotechnology), F4/80 (M-300, Santa
Cruz Biotechnology), TNFa (M-18, Santa Cruz Bio-
technology), EEA1 (C-15, SantaCruzBiotechnology),
LAMP2 (C-20, SantaCruzBiotechnology),g-adaptin
(I-19, Santa Cruz Biotechnology), Calnuc (V-18,
Santa Cruz Biotechnology), protein disulfide isom-
erase PDI (G-20, Santa Cruz Biotechnology), Neu3
(M-50, Santa Cruz Biotechnology), sucrase-isomaltase
(A-17, Santa Cruz Biotechnology), dipeptidyl pep-
tidase 4 (H-270, Santa Cruz Biotechnology), lac-
tase (T-14, Santa Cruz Biotechnology), or 1:1000
dilution of IAP specific antiserum kindly provided
by Dr. Jose Millan (64), or 5 mg/ml of biotinylated
lectins including Erythrina cristagalli (ECA),
Ricinus Communis Agglutinin-I (RCA), Peanut
Agglutinin (PNA), Maackia amurensis-II (MAL-
II), or Sambucus nigra (SNA) (Vector Laboratories).
CD3e, TNFa, sucrase-isomaltase, and lactase were
visualized with 0.4 mg/ml of FITC-conjugated rab-
bit anti-goat IgG (SantaCruzBiotechnology); Gr-1,
F4/80, IAP, Neu3, and dipeptidyl peptidase 4were
visualized with FITC-conjugated goat 0.4 mg/ml of
anti-rabbit IgG (Santa Cruz Biotechnology); EEA1,
LAMP2, g-adaptin, Calnuc, and PDI were visual-
ized with 0.4 mg/ml of Texas Red-conjugated rab-
bit anti-goat IgG (Santa Cruz Biotechnology) and
biotinylated lectinswere visualizedwith 1 mg/ml of
FITC-conjugated streptavidin (Vector Laborato-
ries). These primary antibody or lectin incubations
were performed at 4°C overnight and secondary
antibody or streptavidin incubations were per-
formed at room temperature for 1 h. All micro-
scopic workwas performed using a TissueGnostics
microscopy workstation equipped with Zeiss
AxioImager Z1 microscope system, Hamamatsu
C13440-20C camera, PixeLINK PL-D673CU cam-
era, and Lumen Dynamics X-Cite XLED1 illumi-
nator. All microscopic images were obtained and
histopathological studies including quantification
of cells, cell boundaries, and marker expression
were performed with TissueFAXS (Version 3.5),
TissueQuest (Version 4.0), andHistoQuest software
(Version 4.0) (TissueGnostics USA Ltd.). Co-
localizationwas further quantified byMetaMorph
software (Version 7.0) (Universal Imaging Corpo-
ration) (65). Yellow signals in merged images of
IAP (green) and intracellular compartments (red)
indicate colocalization, and the threshold inten-
sity value of 12 (intensity range, 0–255) and size of
0.026 mm2 were used as the cut-off.

mRNA preparation and quantification
by real-time PCR

Total RNA was isolated from tissues using Trizol
(Invitrogen) and subjected to reverse transcrip-
tion (RT) using SuperScript III (Invitrogen). Quan-
titative real-time PCR was performed using
Brilliant SYBRGreenReagentswith theMx3000P
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QPCR System (Stratagene). Primers used for real-
time PCR in the mouse were: CCL5-RT-F (5′-
TCGTGTTTGTCACTCGAAGG-3′), CCL5-RT-R (5′-
CTAGCTCATCTCCAAATAGT-3′), IL-1b-RT-F (5′-
GCCCATCCTCTGTGACTCAT-3′), IL-1b-RT-R (5′-
AGGCCACAGGTATTTTGTCG-3′), TNFa-RT-F (5′-
CATCTTCTCAAAATTCGAGT-3′), TNFa-RT-R (5′-
TTTGAGATCCATGCCGTTGG-3′), IFNg-RT-F (5′-
ACTGGCAAAAGGATGGTGAC-3′), IFNg-RT-R (5′-
GTTGCTGATGGCCTGATTGT-3′), Neu3-RT-F (5′-
CTCAGTCAGAGATGAGGATGCT-3′), Neu3-RT-R
(5′-GTGAGACATAGTAGGCATAGGC-3′), IAP-RT-
F (5′- CTCATCTCCAACATGGAC-3′), IAP-RT-R (5′-
TGCTTAGCACTTTCACGG-3′), GAPDH-RT-F (5′-
TGGTGAAGGTCGGTGTGAAC-3′) and GAPDH-
RT-R (5′-AGTGATGGCATGGACTGTGG-3′). Rela-
tive mRNA levels were normalized to expression
of GAPDH RNA.

Immunoprecipitation, immunoblotting,
and lectin blotting

Tissue samples were homogenized in radio-
immunoprecipitation assay (RIPA) buffer (50mM
Tris-HCl (pH 7.6), 150 mMNaCl, 1 mM EDTA, 1%
NP-40, 1% sodium deoxycholate, and 0.1% SDS)
supplemented with complete protease inhibitor
cocktail per instructions (Roche) and incubated
overnight at 4°C on a rotating wheel with 1:100
dilution of IAP-specific antiserum (64) or 2 mg/ml
of antibodies to sucrase-isomaltase (A-17, Santa
CruzBiotechnology), dipeptidyl peptidase 4 (H-270,
Santa Cruz Biotechnology), or lactase (T-14, Santa
Cruz Biotechnology), followed by 2 h of incu-
bation in the presence of protein A/G PLUS
agarose (Santa Cruz Biotechnology). Immuno-
precipitates were washed five times with RIPA
buffer and eluted with SDS sample buffer. Pro-
tein samples eluted were subjected to SDS-
PAGE, transferred to nitrocellulose membranes
and incubatedwith 2%BSA in Tris-buffered saline
(TBS). They were then analyzed by immuno-
blotting using either 1 mg/ml of antibodies to
Neu1 (H-300, Santa Cruz Biotechnology), Neu2
(M-13, Santa Cruz Biotechnology), Neu3 (M-50,
Santa Cruz Biotechnology), Neu4 (N-14, Santa
Cruz Biotechnology), sucrase-isomaltase (A-17,
Santa Cruz Biotechnology), dipeptidyl peptidase
4 (H-270, Santa Cruz Biotechnology), lactase
(T-14, Santa Cruz Biotechnology), a-Tubulin (H-300,
Santa Cruz Biotechnology), or 1:1000 dilution of
anti-IAP antiserum, or by lectin blottingwithHRP-
conjugated ECA (0.5 mg/ml), RCA (0.1 mg/ml), PNA
(1 mg/ml), MAL-II (0.2 mg/ml), or SNA (0.1 mg/ml)
(EY Laboratories). Signals detected by chemi-
luminescence (GE Healthcare) were analyzed by
integrated optical density using Labworks software
(UVP Bioimaging Systems). Parallel protein sam-
ples were visualized with Coomassie brilliant
blue G250 staining (Bio-Rad).

Neuraminidase activity and inhibition

Neuraminidase activity was measured in tissue
extracts in RIPA buffer using the Amplex Red
Neuraminidase Assay Kit according to the man-
ufacturers’ instructions (Molecular Probes). For
inhibition of neuraminidase activity in the small
intestine and colon, zanamivir (0.5 mg/ml; Sigma-

Aldrich) was provided in the drinking water
immediately following the initial ST infection at
8 weeks of age, and continued for the duration of
study as indicated.

ELISA

Enzyme-linked immunosorbent assay (ELISA)
plates (Nunc) were coated with 2 mg/ml of anti-
bodies to either Neu1 (H-300, Santa Cruz Biotech-
nology), Neu2 (M-13, Santa Cruz Biotechnology),
Neu3 (M-50, Santa Cruz Biotechnology), Neu4
(N-14, Santa CruzBiotechnology), sucrase-isomaltase
(A-17, Santa Cruz Biotechnology), dipeptidyl pep-
tidase 4 (H-270, Santa Cruz Biotechnology), or
lactase (T-14, Santa Cruz Biotechnology), or 1:1000
dilution of IAP antiserum, and blocked with BSA
before incubation with serial dilutions of mouse
tissue extracts that were biotinylated using 1 mg/
ml of N-hydroxysuccinimide-biotin (Pierce). Anti-
gens were detected following the addition of
1:1000 dilution of HRP-streptavidin (BD Bio-
sciences) and 3,3′,5,5′ tetramethylbenzidine (TMB,
Sigma-Aldrich). Lectin binding was determined
in parallel by the addition of HRP-conjugated
ECA (0.5 mg/ml), RCA (0.1 mg/ml), PNA (1 mg/ml),
MAL-II (0.2 mg/ml), or SNA (0.1 mg/ml) (EY Lab-
oratories), followed by TMB, and changes in glycan
linkages were detected by comparing lectin bind-
ing among identical amounts of biotinylated IAP,
sucrase-isomaltase, dipeptidyl peptidase 4, or lac-
tase antigen calculated as described (66). Alkaline
phosphatase activity was measured using the
p-nitrophenyl phosphate substrate (pNPP; Sigma-
Aldrich) as previously described (61).

LPS phosphorylation

To determine LPS content in the intestinal con-
tents, LPS was isolated as previously described
(67) by the hot phenol–watermethodwithminor
modifications. Briefly, the intestinal contents
were weighed, diluted ten-fold weight to volume
in Tris-buffered saline (TBS), and homogenized.
The extract solution of intestinal contents was
added to same volume of 99% phenol (Ambion),
preheated to 65°C and incubated for 15 min at
65°C. After cooling on ice, the samples were cen-
trifuged at 10,000 × g for 10 min. The aqueous
phase was acquired and residual phenol was
removed by extractingwith diethyl ether (Sigma-
Aldrich). The diethyl ether phase was discarded
and the water phase containing the LPS was
placed in a hood for 1 h to allow the remaining
diethyl ether to evaporate. The above steps were
repeated after treatment with proteinase K
(Promega), RNase (Invitrogen) and DNase (Invi-
trogen). LPS preparations from indicated sources
were quantified by the purpald assay as described
previously (68). LPS preparations for comparative
studies were indistinguishable by chromatogra-
phy and silver staining (Bio-Rad). To compare the
abundance of phosphate linked to LPS, phosphate
release was measured by the malachite green
phosphate assay (61). Briefly, purified calf intes-
tinal alkaline phosphatase (10U; Invitrogen) was
incubated at pH 8.0 for 3 h at 37°C with 1 mg of
LPS isolated from intestinal contents. Free phos-
phate releasedwasmeasured as a colored complex

of phosphomolybdate and malachite green at
620 nm according to the manufacturer’s instruc-
tions (BioAssay Systems).

Pulse–chase analysis and
cell-surface half-life

Techniques as previously described (50) were
used for pulse–chase measurements of IAP syn-
thesis and trafficking among cultured primary
enterocytes.Mouse enterocyteswere isolated from
the duodenum as previously described (69). The
proximal duodenum was removed and flushed
through with solution A (1.5 mM KCl, 96 mM
NaCl, 27 mM sodium citrate, 8 mM KH2PO4,
5.6 mM Na2HPO4) at room temperature. The
duodenum was minced in an enzyme cocktail
(333 U/ml collagenase, 2.5 U/ml elastase, and
10 mg/mlDNAse) inHEPES-bufferedKrebsRinger
solution (5 mM HEPES (4-(2-hydroxyethyl)-1-
piperazineethanesulfonic acid, pH 7.4), 120 mM
NaCl, 24mMNaHCO3, 4.8mMKCl, 1.2mMMgSO4,
1.2 mM KH2PO4, 20 mM glucose, 1 mM CaCl2)
and incubated while shaking at 37°C for 30 mi-
nutes. Cells were filtered through a 70-mm filter
and washed twice in Dulbecco’s modified Eagle’s
medium (DMEM) supplemented with 10% fetal
calf serum, 1% b-mercaptoethanol, and 1% L-
asparagine. Isolated enterocytes were washed
twice with Hank’s balanced salt solution (HBSS),
then incubated with DMEM depleted of methi-
onine (Gibco) with 10% fetal calf serum for 2 h at
37°C. Pulse labelingwasperformedwith400mCi/ml
[35S]methionine for 10min at 37°C, and cells were
then washed twice in ice-cold HBSS. Cells were
lysed or returned to new media of above culture
conditions containing 2 mM methionine for 15,
30, 45, 60, or 90min.Media used in chase samples
were harvested at each time point. Cells used in
chase samples were washed twice with ice-cold
PBS and incubated with 1 mg/ml of sulfo-NHS-
LC-biotin (Pierce Chemical) at 4°C for 30 min.
Biotinylation was stopped by three washes with
15 mM glycine in ice-cold PBS. Cells were ho-
mogenized in RIPA buffer, and biotinylated pro-
teins were purified using immobilizedmonomeric
avidin gel (Pierce). Eluates isolated in the pres-
ence of D-biotin (Pierce) or media samples for
chase were incubated with IAP-specific anti-
serum. Immunoprecipitates were subjected to SDS-
PAGE, and gels were fixed before drying and
autoradiography at −70°C for 3–7 days. For cell-
surface half-life analysis, primary enterocytes
were washed twice with ice-cold PBS and
biotinylated with sulfo-NHS-LC-biotin as de-
scribed above. Cells were further cultured at
the indicated times, and then homogenized in
RIPA buffer, followed by immunoprecipitation
using the IAP-specific antiserum. IAP immuno-
precipitates were subjected to SDS-PAGE, trans-
ferred to nitrocellulosemembranes, and visualized
withHRP-conjugated streptavidin. To determine
IAP glycosylation on enterocyte surface, primary
enterocytes were washed twice with ice-cold PBS
and biotinylated with sulfo-NHS-LC-biotin as
described above. Cells were further cultured at
the indicated times, and then homogenized in
RIPA buffer. Biotinylated proteins were purified
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using immobilized monomeric avidin gel and
incubated on ELISA plates (Nunc) coated with
IAP antiserum. Lectin binding was determined
in parallel by the addition of HRP-conjugated
ECA, RCA, PNA, MAL-II or SNA, followed by
TMB, and changes in glycan linkages were de-
tected by comparing lectin binding among
identical amounts of biotinylated IAP antigen
calculated as described (66).

Calf intestinal alkaline phosphatase
(cIAP) treatment and LPS administration

cIAP (20 U/ml; Lee Biosolutions) was provided
immediately in drinking water from the time of
the initial ST infection. For LPS administration,
8-week-old mice were orally administered LPS
(100 mg/kg; E. coli 0111:B4) via gastrointubation
and challenged at 24-h intervals after the initial
administration of 10 days.

In vivo intestinal barrier function

Dextran-FITC (Sigma) was administered via oral
gavage (600 mg/kg), blood was collected from
anesthetized animals into Microtainer Serum
Separator Tubes (BD Biosciences) at 4 h with no
anticoagulant, and allowed to clot for 30minutes
at room temperature. Serum was collected after
centrifugation at 10,000 × g for 10 min. The
amount of FITC in each sample wasmeasured by
using a SpectraMaxGemini EM fluorescent plate
reader (Molecular Devices) at 490 and 530 nm
for the excitation and emission wavelengths,
respectively.

Comparative studies of
intestinal microbiota

DNA from intestinal content was isolated with a
QIAampDNAMini Kit according to themanufac-
turer’s instructions (Qiagen). Commensal micro-
biota was analyzed by quantitative real-time PCR
using Brilliant SYBR Green Reagents with the
Mx3000PQPCR System (Stratagene) with specific
primers for bacteria (70) (Total-F-5′-GTGCCAG-
CMGCCGCGGTAA-3′, Total-R-5′-GACTACCAGG-
GTATCTAAT-3′; Clostridiaceae-F-5′-TTAACACAA-
TAAGTWATCCACCTGG-3′, Clostridiaceae -R-5′-
ACCTTCCTCCGTTTTGTCAAC-3′; Lactobacillaceae-
F-5′-AGCAGTAGGGAATCTTCC-3′, Lactobacillaceae-
R-5 ′-CGCCACTGGTGTTCYTCCATATA-3 ′;
Bacteroidaceae-F-5′-CCAATGTGGGGGACCTTC-
3′, Bacteroidaceae-R-5′-AACGCTAGCTACAGGCTT-
3′; Enterobacteriaceae-F-5′-CATTGACGTTACCCG-
CAGAAGAAGC-3′, Enterobacteriaceae-R-5′-CTCTAC-
GAGACTCAAGCTTGC-3′). Relative bacterial DNA
levels were related to the amount of total isolated
DNA from intestinal content.

DSS-induced acute and chronic colitis

For survival studies in acute colitis, 12-week-old
micewere administered drinkingwater containing
4%dextran sodiumsulfate (DSS;molecularweight,
40,000 to 50,000; USB Corp.) ad libitum for 5 days
and then returned to normal drinking water
without DSS until the end of the experiment
(day 14). For other experiments in acute colitis,
mice were administered 2% DSS solution in
drinking water for 5 days. DSS-induced chronic

colitis was induced as previously described (35).
Briefly, 12-week-old mice were administered 2%
DSS solution in drinking water with four cycles
of DSS given ad libitum for 7 days followed by a
7-day DSS-free interval. Zanamivir (0.5 mg/ml;
Sigma-Aldrich) was provided in the drinking
water immediately following the administra-
tion of DSS and continued for the duration of
study as indicated. Body weight, stool consist-
ency, and the presence of occult blood were
determined. Stool scores were determined as
follows: 0, well-formed pellets; 1, semiformed
stools that did not adhere to the anus; 2, semi-
formed stools that adhered to the anus; 3, liquid
stools that adhered to the anus. Bleeding scores
were determined as follows: 0, no blood as tested
with hemoccult (Beckman Coulter); 1, positive
hemoccult; 2, blood traces in stool visible; 3,
gross rectal bleeding as previously described (71).

Statistical analysis

All data were analyzed as mean ± SEM unless
otherwise indicated. Student’s unpaired t test,
one-way ANOVA with Tukey’s multiple compar-
isons test, log-rank test, or Kruskal-Wallis test
with Dunn’s multiple comparisons test with
GraphPad Prism software (Version 7.0) were used
to determine statistical significance among mul-
tiple studies. P values of less than 0.05 were con-
sidered significant. Statistical significance was
denoted by *P < 0.05, **P < 0.01, or ***P < 0.001.
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Zika virus causes testicular atrophy
Ryuta Uraki,1 Jesse Hwang,1 Kellie Ann Jurado,2 Sarah Householder,1 Laura J. Yockey,2

Andrew K. Hastings,1 Robert J. Homer,3,4 Akiko Iwasaki,2,5 Erol Fikrig1,5*

Zika virus (ZIKV) is an emerging mosquito-borne flavivirus that has recently been found to cause fetal infection and
neonatal abnormalities, includingmicrocephaly and neurological dysfunction. ZIKV persists in the semenmonths after
the acute viremic phase in humans. To further understand the consequences of ZIKV persistence inmales, we infected
Ifnar1−/−mice via subcutaneous injection of a pathogenic but nonlethal ZIKV strain. ZIKV replication persists within the
testes even after clearance from the blood, with interstitial, testosterone-producing Leydig cells supporting virus re-
plication. We found high levels of viral RNA and antigen within the epididymal lumen, where sperm is stored, and
within surrounding epithelial cells. Unexpectedly, at 21 days post-infection, the testes of the ZIKV-infected mice were
significantly smaller compared to thoseofmock-infectedmice, indicatingprogressive testicular atrophy. ZIKV infection
caused a reduction in serum testosterone, suggesting that male fertility can be affected. Our findings have important
implications for nonvector-borne vertical transmission, as well as long-term potential reproductive deficiencies, in
ZIKV-infected males.

INTRODUCTION
Zika virus (ZIKV), a positive-stranded RNA virus belonging to the
Flavivirus family, has recently been associated with several unexpected
viral characteristics (1, 2). Although the main mode of ZIKV transmis-
sion is thought to be mosquito-mediated, as in other flaviviruses (3, 4),
ZIKV has additionally been found to use both maternal-fetal (5) and
sexual transmission (6) as a means of virus spread. Upon systemic
infection, virus replication can be detected in most organs; it has also
been found within several immune-privileged sites, including the brain
(7–18), placenta (19, 20), eyes (21), ovaries (22), and testes (23, 24). In
humans, persistent shedding of infectious virus has been found in
vaginal secretions (25) and semen (26–33) at times well past the acute
viremic and symptomatic stage of virus infection.

RESULTS
To understand the pathology associated with persistence of ZIKV
shedding within the testes, we used a murine infection model that leads
to high levels of systemic virus replication but does not ultimately result
in death (Ifnar1−/− mice challenged with ZIKVMEX). ZIKVMEX-infected
Ifnar1−/− mice demonstrated relatively mild body weight loss (Fig. 1A)
and developed peak viremia at 5 days post-infection (dpi) (Fig. 1B). We
were surprised to find that the ZIKVMEX strain, which has not yet been
published in mouse models, did not result in the lethal pathology of pre-
vious strains (22, 24). This allowed us to monitor the effects of ZIKV
infection of a pandemic strain at later time points of infection. Con-
sistent with these findings, mice sacrificed at 5 dpi were found to have
high levels of viral RNA (Fig. 1C) and infectious virus (Fig. 1D) within
the brain, testes, and blood. At 9 dpi, ZIKV was essentially cleared from
the bloodstream and was undetectable at 21 dpi (Fig. 1B).

To decipher the cellular tropism within the testes, we performed
immunohistochemistry (IHC) using a mouse monoclonal antibody

recognizing ZIKV NS1 antigen on testes and epididymis of ZIKVMEX-
infected Ifnar1−/− mice at 5 dpi. As shown in Fig. 2A, viral antigens
were mainly detected within the interstitial cells of the testes. These
regions are mainly composed of Leydig cells, a testicular cell type that
supports sperm production through the generation of testosterone
(34). We did not detect ZIKV within the seminiferous tubules in
ZIKVMEX-infected Ifnar1−/− mice at 5 dpi (Fig. 2A, a and b). Because
the epididymis is a highly convoluted tube that stores and carries
sperm (35), we also examined epididymal tissue of ZIKVMEX-infected
Ifnar1−/− mice for ZIKV antigen and found an overwhelming amount
of antigen associated with the sperm mass within the epididymal duct
lumen (Fig. 2A, d). In addition, we also observed several epithelial cells
lining the lumen that were positive for viral antigen (red arrows in Fig.
2A, d). In further support of ZIKV infection of testes, RNA analysis of
several cytokines indicated that an innate immune response was eli-
cited at 5 dpi (Fig. 2B).

Because IHC analysis suggested that Leydig cells, which are re-
sponsible for the supply of testosterone in testes, are targets for ZIKV
infection, we next determined the expression level of several genes re-
lated to testosterone synthesis (36) in ZIKVMEX-infected Ifnar1−/−

mice testes and found a consistent reduction among all genes tested as
compared in testes of ZIKVMEX-infected Ifnar1−/−mice (Fig. 2C). To con-
firm the susceptibility of Leydig cells to ZIKV, we infected isolatedWT or
Ifnar1−/− Leydig cells with ZIKVMEX in vitro. As shown in Fig. 2D,
Leydig cells were able to productively support ZIKV replication, in-
dicating that Leydig cells could serve as a target and a reservoir cell type
for ZIKV within the testes.

Strikingly and rather unexpectedly, at 21 dpi, the testes of ZIKVMEX-
infected Ifnar1−/− mice were significantly reduced in size as compared
to those of uninfected mice (Fig. 3A), as determined by both weight
(Fig. 3B) and length (Fig. 3C). These findings suggest that persistent
ZIKV infection may lead to hypofertility. Because IHC, in vitro infec-
tion, and the decreased expression of genes related with testosterone
synthesis indicated Leydig cells as putative targets for ZIKV infection
within the testes, we next set to determine whether atrophy could occur
as the result of decreased testosterone levels in ZIKV-infected mice. We
examined levels of testosterone within serum from ZIKVMEX-infected
Ifnar1−/− mice at 5 and 21 dpi as compared with mock-infected Ifnar1−/−

mice and found a significant decrease in testosterone at 5 dpi with a
consistent reduction at 21 dpi (Fig. 3D). Notably, the testosterone levels
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at 5 dpi (six of seven mice) and at 21 dpi (two of seven mice) were
lower than the assay detection limit. These findings support other
data documenting ZIKV infection of Leydig cells (Fig. 2, A and D)
and suggest a potential mechanism for ZIKV-induced testicular at-
rophy. Viral RNA was noticeably higher in the epididymis com-
pared to testes (Fig. 3E), consistent with the copious amount of
viral antigen detected by IHC within the epididymal lumen (Fig.
2A). It remains conceivable that multiple cell types within the re-
productive tract produce virus, and the cell-free virus becomes
stored and concentrated in the epididymis before physical expul-
sion upon sexual activity.

DISCUSSION
Because humans with a fully functioning immune system also demon-
strate persistent ZIKV infection of the testes, these findings have major
implications for the fertility of men who have been exposed to ZIKV. It
will be important to monitor the fertility of men who have been infected
with ZIKV to better understand the impact in humans. We hypothesize
that active infection of Leydig cells within the interstitial regions of the
testes could cause decreased testosterone production, which ultimately
results in testicular atrophy. There is precedence for deleterious effects

on the production of testosterone and spermatogenesis caused by infec-
tion with mumps virus, which also targets Leydig cells as a site of rep-
lication within the testes (37–39). Alternatively, or in conjunction,
because inflammation is known to also lead to testicular atrophy, the
phenotype may be caused indirectly, or enhanced by, the immune re-
sponse to detection of ZIKV. Because all experiments were carried out
in Ifnar1−/− mice, our data rule out the possibility of type I interferon
signaling in testicular atrophy caused by ZIKV.

RNA analysis of testes samples of ZIKVMEX-infected Ifnar1−/−mice
found ZIKV to be present within the testes and epididymis at 5 dpi in all
mice and at 21 dpi in most mice. Because there is no detectable ZIKV
RNAwithin the blood of ZIKVMEX-infected Ifnar1−/−mice at 21 dpi (Fig.
1B), this observation recapitulates the human presentation of persistent
ZIKV replication within the testes. For ZIKVMEX-infected Ifnar1−/−mice
sacrificed at 35 dpi, when the epididymis was measured to be ZIKV-
negative, some of the testes were still reduced in size (15 to 45% shorter
in length) as compared to testes of mock-infected mice. Determination of
the possibility of recovery from testicular atrophy over greater time periods
is warranted. Recently, two other groups also reported that ZIKV can cause
long-term testicular damage; however, the infected cell types found in these
studies (spermatogonia, primary spermatocytes, Sertoli cells, and/or peri-
tubularmyoid cells) differ from those reportedhere, indicating that further
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Fig. 1. Characterization of ZIKV in mice. Ifnar1−/− mice (n = 4) were infected with 105 plaque-forming units (PFU) of ZIKVMEX via subcutaneous route. (A) Weights were
monitored for 15 days after virus infection. The values represent average scores of body weight compared with initial body weight ± SD from four mice. (B) Blood samples
were collected at 1, 3, 5, 7, 9, and 21 dpi, and the virus loads were examined by quantitative reverse transcription polymerase chain reaction (qRT-PCR). Three wild-type (WT)
and Ifnar1−/− mice were infected subcutaneously with 105 PFU of ZIKVMEX. Multiple organs were collected from mice (n = 3) after challenge on day 5 and subjected to virus
loads by qRT-PCR (C) and by plaque assays in Vero cells (D). The results are expressed as the mean titers. The detection limit of plaque assays is 1.8 log10 PFU/g.
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studies are required to examine the temporal and molecular details of
ZIKV tropismwithin the reproductive tract (40, 41). In addition, further
work is necessary to assess the relative contributions of the innate im-
mune response and/or testosterone reduction in ZIKV-induced testicular
atrophy. Regardless, the hypofertility implications of testicular atrophy call
for an urgent global need to develop vaccines and antiviral therapeutics.

MATERIALS AND METHODS
Ethics statement
This study was performed in accordance with the recommendations in
the Guide for the Care and Use of Laboratory Animals of the National
Institutes of Health. The protocols were approved by the Institutional
AnimalCareandUseCommittee at theYaleUniversity School ofMedicine.

Cells
C6/36 Aedes albopictus cells were grown in Dulbecco’s modified
Eagle’s medium (DMEM) with 10% fetal calf serum (FCS) and 1%
tryptose phosphate broth at 30°C in 5% CO2. Vero cells (African
green monkey kidney epithelial cells) were maintained in DMEM
with 10% FCS at 37°C in 5% CO2. C6/36 cells were used for gen-
erating ZIKV stocks, and Vero cells were used for plaque assays, as
described below.

Virus
An American-derived ZIKV (MEX2-81 strain, referred to as ZIKVMEX)
isolated in 2016 was used in this study (19, 42). C6/36 cells were infected
with ZIKVMEX and maintained up to 10 days. Cell-free supernatants
were collected and stored at −80°C.
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Fig. 2. ZIKV infection in testes and epididymis. Ifnar1−/− mice were infected with 105 PFU of ZIKVMEX via subcutaneous route. (A) IHC was performed using an anti-ZIKV
NS1 antibody. Left panels (low magnification) show insets shown on the right (higher magnification). Red arrowheads indicate infected epithelial cells. (B and C) At 5 dpi, testes
were collected, and total RNA was extracted for qRT-PCR of interferon-b (IFN-b), tumor necrosis factor–a (TNF-a), interleukin-6 (IL-6), IFN-g, and interferon-stimulated gene
15 (ISG-15) (B). The testicular mRNA expression levels of testosterone-synthetic genes [steroidogenic acute regulatory factor (StAR), cytochrome P-450 side-chain cleavage
enzyme (P450scc), and 3b-hydroxysteroid dehydrogenase (3b-HSD)] were examined by qRT-PCR (C). Data are normalized to mouse b-actin (*P < 0.05). (D) Isolated Leydig
cells from WT and Ifnar1−/− mice were infected with ZIKV at a multiplicity of infection of 10. At the indicated times after infection, virus titers in the supernatant were
determined with Vero cells. The reported values are means ± SD.

S C I ENCE ADVANCES | R E S EARCH ART I C L E

Uraki et al., Sci. Adv. 2017;3 : e1602899 22 February 2017 3 of 6
www.SCIENCEADVANCES.org     22 February 2017     Vol 3 e1602899

http://www.scienceadvances.org


25

R E S E A R C H  A R T I C L E

Plaque assays
Vero cells were seeded in 12-well plates 24 hours before infection.
Serial-diluted ZIKV was incubated for 1 hour at 37°C in 5% CO2.
Then, cells were overlaid with 2% agarose and 2× medium. At 3 to
4 dpi, cells were fixed by 10% formalin and stained with 0.005% amido
black, and PFU were counted.

Mouse experiments
Four- to six-week-old Ifnar1−/− (C57BL/6 background) andWTC57BL/6
mice were analyzed in this study. Mice were bred in a specific pathogen–
free facility at Yale University or purchased from The Jackson Laboratory
(WT C57BL/6). Mice were inoculated with ZIKV via subcutaneous
injection (footpad; a volume of 50 ml) with 105 PFU of ZIKV. Survivals
and weights were monitored every day up to 15 dpi. Mice exhibiting a
weight loss of >20% of initial body weight or neurological disease were
euthanized. To examine the viremia, we collected blood samples at 1, 3,
5, 7, 9, and 21 dpi and performed real-time PCR. To assess virus growth
or host responses in organs, we euthanized three mice at 5 or 21 dpi,
and their organs were collected, homogenized with DMEM with 10%
FCS or TRIzol, and titrated using plaque assays or real-time PCR.

RNA extraction, real-time PCR, and PCR
The homogenized organ and blood samples from ZIKV-infected mice
were transferred to a fresh 1.5-ml tube to which chloroform was
added. The tubes were vortexed well and centrifuged for 10 min at

14,000 rpm at 4°C. The aqueous layers were mixed with 100% ethanol
and then subjected to RNA extraction using RNeasy Mini Kit (Qiagen)
according to the manufacturer’s instructions. Extracted RNA was
reverse-transcribed using iScript cDNA Synthesis Kit (Bio-Rad) accord-
ing to the manufacturer’s protocol. Gene expressions of samples were
queried using iQ SYBR Green Supermix. ZIKV RNA or target gene
mRNA levels were normalized to mouse b-actin RNA levels according
to the 2−DDCt calculations. The qRT-PCR primer sequences are available
upon request.

Detection of testosterone in serum
The concentrationof testosterone in serumofZIKV-infected Ifnar1−/−mice
was performed by using the Mouse Testosterone ELISA Kit (Abcam)
according to the manufacturer’s instructions.

Isolation of Leydig cells
Leydig cells were isolated from WT and Ifnar1−/− mice according to
previous studies (36, 43). In brief, the testes of two mice were decap-
sulated and incubated with collagenase (0.5 mg/ml) in F12/DMEM
(Life Technologies) supplemented with 10% FCS at room temperature
for 15 min with gentle inverting. The suspensions were filtered
through 70-mm mesh to separate the interstitial cells from seminifer-
ous tubules. The interstitial cells were cultured in F12/DMEM supple-
mented with FCS. After 24 hours, Leydig cells were detached by
0.125% trypsin treatment for 5 min and resuspended to dish.
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Fig. 3. Testicular abnormalities after ZIKV infection. The testes of Ifnar1−/− mice infected with 105 PFU of ZIKVMEX via subcutaneous route and of mock-infected mice
were harvested at 5 and 21 dpi. (A) The pictures compare the testes of infected mice. Scale bar, 1 cm. (B and C) Weight and length of whole testes from infected animals were
measured (n = 6 testes comprising three mice; **P < 0.01). Same color indicates the same mice. (D) The levels of testosterone in blood of infected mice were investigated by
enzyme-linked immunosorbent assay (*P < 0.05). The detection limit is 0.3 ng/ml. (E) The relative viral RNA levels in testes and epididymis at 5 and 21 dpi were examined by
qRT-PCR. Data are normalized to mouse b-actin.
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Histopathological analysis
The testes of mice were preserved in 4% paraformaldehyde/
phosphate-buffered saline for pathological examination. The fixed
samples were processed for paraffin embedding. Sections were
processed for immunohistological staining with an anti-ZIKV
NS1 antibody.

Data analysis
Data analysis was performed using GraphPad Prism and Microsoft
Excel. One-tailed Student’s t test was used to determine the signifi-
cance of qRT-PCR values for host responses. One-way analysis of var-
iance (ANOVA) was used to compare the weight and length of testes
and testosterone levels.

REFERENCES AND NOTES
1. H. M. Lazear, M. S. Diamond, Zika virus: New clinical syndromes and its emergence in the

Western Hemisphere. J. Virol. 90, 4864–4875 (2016).
2. G. S. Campos, A. C. Bandeira, S. I. Sardi, Zika virus outbreak, Bahia, Brazil. Emerg. Infect. Dis.

21, 1885–1886 (2015).
3. V. Richard, T. Paoaafaite, V.-M. Cao-Lormeau, Vector competence of French Polynesian Aedes

aegypti and Aedes polynesiensis for Zika virus. PLOS Negl. Trop. Dis. 10, e0005024 (2016).
4. J. P. Boorman, J. S. Porterfield, A simple technique for infection of mosquitoes with

viruses; transmission of Zika virus. Trans. R. Soc. Trop. Med. Hyg. 50, 238–242 (1956).
5. L. J. Yockey, L. Varela, T. Rakib, W. Khoury-Hanold, S. L. Fink, B. Stutz, K. Szigeti-Buck,

A. Van den Pol, B. D. Lindenbach, T. L. Horvath, A. Iwasaki, Vaginal exposure to Zika virus
during pregnancy leads to fetal brain infection. Cell 166, 1247–1256.e4 (2016).

6. F. C. Coelho, B. Durovni, V. Saraceni, C. Lemos, C. T. Codeco, S. Camargo, L. M. Carvalho,
L. Bastos, D. Arduini, D. A. M. Villela, M. Armstrong, Higher incidence of Zika in adult
women in Rio de Janeiro suggests a significant contribution of sexual transmission from
men to women. Int. J. Infect. Dis. 51, 128–132 (2016).

7. K.-Y. Wu, G.-L. Zuo, X.-F. Li, Q. Ye, Y.-Q. Deng, X.-Y. Huang, W.-C. Cao, C.-F. Qin, Z.-G. Luo,
Vertical transmission of Zika virus targeting the radial glial cells affects cortex
development of offspring mice. Cell Res. 26, 645–654 (2016).

8. J.-B. Brault, C. Khou, J. Basset, L. Coquand, V. Fraisier, M.-P. Frenkiel, B. Goud,
J.-C. Manuguerra, N. Pardigon, A. D. Baffet, Comparative analysis between flaviviruses
reveals specific neural stem cell tropism for Zika virus in the mouse developing
neocortex. EBioMedicine 10, 71–76 (2016).

9. F. R. Cugola, I. R. Fernandes, F. B. Russo, B. C. Freitas, J. L. M. Dias, K. P. Guimarães,
C. Benazzato, N. Almeida, G. C. Pignatari, S. Romero, C. M. Polonio, I. Cunha, C. L. Freitas,
W. N. Brandão, C. Rossato, D. G. Andrade, D. de Paula Faria, A. T. Garcez,
C. A. Buchpigel, C. T. Braconi, E. Mendes, A. A. Sall, P. M. de Andrade Zanotto,
J. P. S. Peron, A. R. Muotri, P. C. B. Beltrão-Braga, The Brazilian Zika virus strain causes
birth defects in experimental models. Nature 534, 267–271 (2016).

10. J. Dang, S. K. Tiwari, G. Lichinchi, Y. Qin, V. S. Patil, A. M. Eroshkin, T. M. Rana, Zika virus
depletes neural progenitors in human cerebral organoids through activation of the
innate immune receptor TLR3. Cell Stem Cell 19, 258–265 (2016).

11. P. P. Garcez, E. C. Loiola, R. Madeiro da Costa, L. M. Higa, P. Trindade, R. Delvecchio,
J. M. Nascimento, R. Brindeiro, A. Tanuri, S. K. Rehen, Zika virus impairs growth in human
neurospheres and brain organoids. Science 352, 816–818 (2016).

12. N. W. Hanners, J. L. Eitson, N. Usui, R. B. Richardson, E. M. Wexler, G. Konopka,
J. W. Schoggins, Western Zika virus in human fetal neural progenitors persists long
term with partial cytopathic and limited immunogenic effects. Cell Rep. 15,
2315–2322 (2016).

13. C. Li, D. Xu, Q. Ye, S. Hong, Y. Jiang, X. Liu, N. Zhang, L. Shi, C.-F. Qin, Z. Xu, Zika virus
disrupts neural progenitor development and leads to microcephaly in mice. Cell Stem Cell
19, 120–126 (2016).

14. H. Li, L. Saucedo-Cuevas, J. A. Regla-Nava, G. Chai, N. Sheets, W. Tang, A. V. Terskikh,
S. Shresta, J. G. Gleeson, Zika Virus infects neural progenitors in the adult mouse brain
and alters proliferation. Cell Stem Cell 19, 593–598 (2016).

15. M. Onorati, Z. Li, F. Liu, A. M. M. Sousa, N. Nakagawa, M. Li, M. T. Dell’Anno, F. O. Gulden,
S. Pochareddy, A. T. N. Tebbenkamp, W. Han, M. Pletikos, T. Gao, Y. Zhu, C. Bichsel,
L. Varela, K. Szigeti-Buck, S. Lisgo, Y. Zhang, A. Testen, X.-B. Gao, J. Mlakar, M. Popovic,
M. Flamand, S. M. Strittmatter, L. K. Kaczmarek, E. S. Anton, T. L. Horvath, B. D. Lindenbach,
N. Sestan, Zika virus disrupts phospho-TBK1 localization and mitosis in human
neuroepithelial stem cells and radial glia. Cell Rep. 16, 2576–2592 (2016).

16. X. Qian, H. N. Nguyen, M. M. Song, C. Hadiono, S. C. Ogden, C. Hammack, B. Yao,
G. R. Hamersky, F. Jacob, C. Zhong, K.-y. Yoon, W. Jeang, L. Lin, Y. Li, J. Thakor,

D. A. Berg, C. Zhang, E. Kang, M. Chickering, D. Nauen, C.-Y. Ho, Z. Wen, K. M. Christian,
P.-Y. Shi, B. J. Maher, H. Wu, P. Jin, H. Tang, H. Song, G.-l. Ming, Brain-region-specific organoids
using mini-bioreactors for modeling ZIKV exposure. Cell 165, 1238–1254 (2016).

17. H. Tang, C. Hammack, S. C. Ogden, Z. Wen, X. Qian, Y. Li, B. Yao, J. Shin, F. Zhang, E. M. Lee,
K. M. Christian, R. A. Didier, P. Jin, H. Song, G.-l. Ming, Zika virus infects human cortical
neural progenitors and attenuates their growth. Cell Stem Cell 18, 587–590 (2016).

18. F. Zhang, C. Hammack, S. C. Ogden, Y. Cheng, E. M. Lee, Z. Wen, X. Qian, H. N. Nguyen,
Y. Li, B. Yao, M. Xu, T. Xu, L. Chen, Z. Wang, H. Feng, W.-K. Huang, K.-j. Yoon, C. Shan,
L. Huang, Z. Qin, K. M. Christian, P.-Y. Shi, M. Xia, W. Zheng, H. Wu, H. Song, H. Tang,
G.-L. Ming, P. Jin, Molecular signatures associated with ZIKV exposure in human cortical
neural progenitors. Nucleic Acids Res. 44, 8610–8620 (2016).

19. K. A. Jurado, M. K. Simoni, Z. Tang, R. Uraki, J. Hwang, S. Householder, M. Wu,
B. D. Lindenbach, V. M. Abrahams, S. Guller, E. Fikrig, Zika virus productively infects
primary human placenta-specific macrophages. JCI Insight 1, e88461 (2016).

20. K. M. Quicke, J. R. Bowen, E. L. Johnson, C. E. McDonald, H. Ma, J. T. O’Neal,
A. Rajakumar, J. Wrammert, B. H. Rimawi, B. Pulendran, R. F. Schinazi, R. Chakraborty,
M. S. Suthar, Zika virus infects human placental macrophages. Cell Host Microbe 20,
83–90 (2016).

21. J. J. Miner, A. Sene, J. M. Richner, A. M. Smith, A. Santeford, N. Ban, J. Weger-Lucarelli,
F. Manzella, C. Rückert, J. Govero, K. K. Noguchi, G. D. Ebel, M. S. Diamond, R. S. Apte,
Zika virus infection in mice causes panuveitis with shedding of virus in tears. Cell Rep.
16, 3208–3218 (2016).

22. S. D. Dowall, V. A. Graham, E. Rayner, B. Atkinson, G. Hall, R. J. Watson, A. Bosworth,
L. C. Bonney, S. Kitchen, R. Hewson, A susceptible mouse model for Zika virus infection.
PLOS Negl. Trop. Dis. 10, e0004658 (2016).

23. S. L. Rossi, R. B. Tesh, S. R. Azar, A. E. Muruato, K. A. Hanley, A. J. Auguste, R. M. Langsjoen,
S. Paessler, N. Vasilakis, S. C. Weaver, Characterization of a novel murine model to study
Zika virus. Am. J. Trop. Med. Hyg. 94, 1362–1369 (2016).

24. H. M. Lazear, J. Govero, A. M. Smith, D. J. Platt, E. Fernandez, J. J. Miner, M. S. Diamond,
A mouse model of Zika virus pathogenesis. Cell Host Microbe 19, 720–730 (2016).

25. K. O. Murray, R. Gorchakov, A. R. Carlson, R. Berry, L. Lai, M. Natrajan, M. N. Garcia,
A. Correa, S. M. Patel, K. Aagaard, M. J. Mulligan, Prolonged detection of Zika virus in
vaginal secretions and whole blood. Emerg. Infect. Dis. 23, 99–101 (2017).

26. E. D’Ortenzio, S. Matheron, Y. Yazdanpanah, X. de Lamballerie, B. Hubert, G. Piorkowski,
M. Maquart, D. Descamps, F. Damond, I. Leparc-Goffart, Evidence of sexual transmission
of Zika virus. N. Engl. J. Med. 374, 2195–2198 (2016).

27. C. Frank, D. Cadar, A. Schlaphof, N. Neddersen, S. Günther, J. Schmidt-Chanasit, D. Tappe,
Sexual transmission of Zika virus in Germany, April 2016. Euro Surveill. 21, 10.2807/1560-
7917.ES.2016.21.23.30252 (2016).

28. T. Fréour, S. Mirallié, B. Hubert, C. Splingart, P. Barriere, M. Maquart, I. Leparc-Goffart,
Sexual transmission of Zika virus in an entirely asymptomatic couple returning from a
Zika epidemic area, France, April 2016. Euro Surveill. 21, 10.2807/1560-7917.
ES.2016.21.23.30254 (2016).

29. J. Harrower, T. Kiedrzynski, S. Baker, A. Upton, F. Rahnama, J. Sherwood, Q. S. Huang,
A. Todd, D. Pulford, Sexual transmission of Zika virus and persistence in Semen, New
Zealand, 2016. Emerg. Infect. Dis. 22, 1855–1857 (2016).

30. E. Nicastri, C. Castilletti, G. Liuzzi, M. Iannetta, M. R. Capobianchi, G. Ippolito, Persistent
detection of Zika virus RNA in semen for six months after symptom onset in a traveller
returning from Haiti to Italy, February 2016. Euro Surveill. 21, 10.2807/1560-7917.
ES.2016.21.32.30314 (2016).

31. J. M. Turmel, P. Abgueguen, B. Hubert, Y. M. Vandamme, M. Maquart,
H. Le Guillou-Guillemette, I. Leparc-Goffart, Late sexual transmission of Zika virus related
to persistence in the semen. Lancet 387, 2501 (2016).

32. S. L. Hills, K. Russell, M. Hennessey, C. Williams, A. M. Oster, M. Fischer, P. Mead,
Transmission of Zika virus through sexual contact with travelers to areas of ongoing
transmission—Continental United States, 2016. MMWR Morb. Mortal. Wkly Rep. 65,
215–216 (2016).

33. M. Arsuaga, S. G. Bujalance, M. Diaz-Menendez, A. Vazquez, J. R. Arribas, Probable sexual
transmission of Zika virus from a vasectomised man. Lancet Infect. Dis. 16, 1107 (2016).

34. T. O. Abney, The potential roles of estrogens in regulating Leydig cell development and
function: A review. Steroids 64, 610–617 (1999).

35. R. C. Jones, To store or mature spermatozoa? The primary role of the epididymis. Int. J.
Androl. 22, 57–67 (1999).

36. H. Wu, L. Shi, Q. Wang, L. Cheng, X. Zhao, Q. Chen, Q. Jiang, M. Feng, Q. Li, D. Han, Mumps
virus-induced innate immune responses in mouse Sertoli and Leydig cells. Sci. Rep. 6,
19507 (2016).

37. A. Le Tortorec, H. Denis, A. P. Satie, J. J. Patard, A. Ruffault, B. Jégou, N. Dejucq-Rainsford,
Antiviral responses of human Leydig cells to mumps virus infection or poly I:C
stimulation. Hum. Reprod. 23, 2095–2103 (2008).

38. R. Le Goffic, T. Mouchel, A. Ruffault, J. J. Patard, B. Jégou, M. Samson, Mumps virus
decreases testosterone production and gamma interferon-induced protein 10 secretion
by human Leydig cells. J. Virol. 77, 3297–3300 (2003).

S C I ENCE ADVANCES | R E S EARCH ART I C L E

Uraki et al., Sci. Adv. 2017;3 : e1602899 22 February 2017 5 of 6
www.SCIENCEADVANCES.org     22 February 2017     Vol 3 e1602899

http://www.scienceadvances.org


27

R E S E A R C H  A R T I C L E

39. N. Dejucq, B. Jégou, Viruses in the mammalian male genital tract and their effects on the
reproductive system. Microbiol. Mol. Biol. Rev. 65, 208–231 (2001).

40. J. Govero, P. Esakky, S. M. Scheaffer, E. Fernandez, A. Drury, D. J. Platt, M. J. Gorman,
J. M. Richner, E. A. Caine, V. Salazar, K. H. Moley, M. S. Diamond, Zika virus infection
damages the testes in mice. Nature 540, 438–442 (2016).

41. W. Ma, S. Li, S. Ma, L. Jia, F. Zhang, Y. Zhang, J. Zhang, G. Wong, S. Zhang, X. Lu, M. Liu,
J. Yan, W. Li, C. Qin, D. Han, N. Wang, X. Li, G. F. Gao, Zika virus causes testis damage and
leads to male infertility in mice. Cell 167, 1511–1524.e10 (2016).

42. J. Song, M. G. Mauk, B. A. Hackett, S. Cherry, H. H. Bau, C. Liu, Instrument-free point-of-
care molecular detection of Zika virus. Anal. Chem. 88, 7289–7294 (2016).

43. W. Zhu, Q. Chen, K. Yan, Z. Liu, N. Li, X. Zhang, L. Yu, Y. Chen, D. Han, RIG-I-like receptors
mediate innate antiviral response in mouse testis. Mol. Endocrinol. 27, 1455–1467 (2013).

Acknowledgments: We thank M. Flamand (Institut Pasteur) and B. Lindenbach (Yale
University) for contributing the NS1 mouse monoclonal antibody. E.F. and A.I. are investigators
at the Howard Hughes Medical Institute. Funding: This work was supported by NIH grants
5T32 AI007019-40 (to K.A.J.), 4T32HL007974-15 (to J.H.), and T32 GM007205 (to L.J.Y.). Author

contributions: R.U., J.H., K.A.J., and E.F. conceived the study. R.U., J.H., K.A.J., and E.F. designed the
experiments. R.U., J.H., K.A.J., L.J.Y., S.H., and A.K.H. performed the experiments and analyzed
the data. R.J.H. and A.I. provided intellectual guidance in the analysis and interpretation of
data. R.U., J.H., K.A.J., A.I., and E.F. wrote the manuscript with contributions from all coauthors.
Competing interests: The authors declare that they have no competing interests.
Data and materials availability: All data needed to evaluate the conclusions in the paper
are present in the paper. Additional data related to this paper may be requested from
the authors.

Submitted 20 November 2016
Accepted 20 December 2016
Published 22 February 2017
10.1126/sciadv.1602899

Citation: R. Uraki, J. Hwang, K. A. Jurado, S. Householder, L. J. Yockey, A. K. Hastings,
R. J. Homer, A. Iwasaki, E. Fikrig, Zika virus causes testicular atrophy. Sci. Adv. 3, e1602899
(2017).

S C I ENCE ADVANCES | R E S EARCH ART I C L E

Uraki et al., Sci. Adv. 2017;3 : e1602899 22 February 2017 6 of 6www.SCIENCEADVANCES.org     22 February 2017     Vol 3 e1602899

http://www.scienceadvances.org


28

R E S E A R C H  A R T I C L E

MICROB IOLOGY 2016 © The Authors, some rights reserved;

exclusive licensee American Association for

the Advancement of Science. Distributed

under a Creative Commons Attribution

NonCommercial License 4.0 (CC BY-NC).

10.1126/sciadv.1501061

Walls talk: Microbial biogeography of homes
spanning urbanization
Jean F. Ruiz-Calderon,1* Humberto Cavallin,2* Se Jin Song,3* Atila Novoselac,4 Luis R. Pericchi,5 Jean N. Hernandez,1

Rafael Rios,6 Oralee H. Branch,7 Henrique Pereira,8 Luciana C. Paulino,9 Martin J. Blaser,10

Rob Knight,11 Maria G. Dominguez-Bello1,10†

Westernization has propelled changes in urbanization and architecture, altering our exposure to the outdoor
environment from that experienced during most of human evolution. These changes might affect the develop-
mental exposure of infants to bacteria, immune development, and human microbiome diversity. Contemporary
urban humans spendmost of their time indoors, and little is known about the microbes associated with different
designs of the built environment and their interaction with the human immune system. This study addresses the
associations between architectural design and the microbial biogeography of households across a gradient of
urbanization in South America. Urbanization was associated with households’ increased isolation from outdoor
environments, with additional indoor space isolation bywalls. Microbes from housewalls and floors segregate by
location, and urban indoor walls contain human bacterial markers of space use. Urbanized spaces uniquely in-
crease the content of human-associated microbes—which could increase transmission of potential pathogens—
and decrease exposure to the environmental microbes with which humans have coevolved.

INTRODUCTION

Urbanization of traditional villages—the villages developing in more
urban form, and historical villagers migrating to towns and cities—is
occurring concurrently with a global convergence toward a more
Westernized urban plan and life-style (1). This process occurs as human
societies integrate from hunter-gatherers into first rural and then urban
life-styles. Urbanization also involves more people spending most of
their lives in indoor built environments (2, 3).

A large proportion of the microbes found in the built environment
are shed by humans (4–7) or animals (8), and with natural ventilation,
microbes can also be transported from outdoors (5, 6, 9). Understand-
ing the consequences of architectural changes on environmental expo-
sures, includingmicrobial exposures, is therefore important in improving
home design and ultimately human health. Here, we determine the
changes in architectural design and the resulting microbial communities
of houses spanning a range of modernization within the Amazon River
basin.Wemeasured community demographics and architectural param-
eters, and characterized themicrobial communities of 10houses and their
inhabitants from each of four locations: a traditional jungle village of
hunter-gatherers near the border between Peru and Ecuador, a rural
village further east along a similar latitude, the large Peruvian town of
Iquitos, and, finally, the modern Brazilian city of Manaus (Fig. 1A).

RESULTS

The jungle village of Checherta is a 21-house Achuar community of
hunter-gatherers (tables S1 and S2, and fig. S1, A and B). Homes are
organized around a central area, including a communal building. This
community design is retained in the 25-house rural village of Puerto
Almendras, with the homes surrounding a soccer field (fig. S1C and
table S1). Iquitos has 0.4 million inhabitants and is the largest urban
population in the world not accessible by roads (fig. S1C and tables S1
and S2). Manaus, the capital of Amazonas State in Brazil, is a contem-
porary Western city with 1.8 million inhabitants (fig. S1D and tables
S1 and S2).

Although no significant environmental differences were found
across the urbanization gradient, large architectural changes were ob-
served (Fig. 1). No significant differences were found across the studied
locations in outdoor temperature (mean variation, <2°C; table S3) or
relative humidity, and all locations had high ventilation rates (air ex-
change rates of 25 to 100 h−1 in the jungle village, 7 to 20 h−1 in the
rural village, 4 to 17 h−1 in the town, and 0.8 to 15 h−1 in the city). The
jungle village homes of Checherta are open huts made of wood and
reeds, and are generally single open-plan spaces composed of two
functional areas (Fig. 1, A and B, and fig. S2): a dormitory containing
one platform bed per family, and a fire area for cooking and socializing.
Up to six core families, among extended familymembers, share a home.
As urbanization increases, a progressive separation of the indoor
environment from the outdoor occurs first, followed by internal divi-
sion of home spaces and the use of a wider variety of building materials
(table S4). In the rural village, a toilet appears as an external latrine, which
in the town and city becomes a piped indoor bathroom. Town and city
houses typically have additional spaces differentiated by functional
purpose (living room, kitchen, and bathroom) and segregated bywalls
(Fig. 1B).

Houses in the most urbanized conditions are more variable in de-
sign, but in general, there is an urbanization-associated increase in the
numberof roomsperperson (privacy index) (Fig. 1C, fig. S3, and table S4),
house area, and its variance (P < 0.005; Fig. 1C and table S4). The average
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Fig. 1. Architecture and space use covary with key structural features such as house partitioning, area, and occupant density across the four
locations; differences in space use are reflected in the microbial communities of the walls, but not floors, which contribute to the microbial
signatures of the homes. (A) Photos of the typical structures found across the four communities along this urbanization gradient [Checherta (jungle),
Puerto Almendras (rural), Iquitos (town), and Manaus (city)]. (B) Typical floor plans of houses in Checherta and Manaus (left and right, respectively).
(C) Distribution of house area (left) andmean privacy index *(privacy index = number of rooms/number of people) according to occupant density (occupant
density = number of people/squaremeters) (right) by location. (D) Classification probability of correct assignment to a sample’s true location using a random
forest classifier. The probability of being able to predict a functional space using themicrobial community of thewalls increaseswith increased partitioning of
spaces byuse in theurban areas (for example, bathrooms andkitchens in separatewalled-off spaces). Floormicrobial communities, on theother hand,are not
as discriminatory among rooms. (E) Classification probability of correct assignment of a given sample to the correct house.
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Fig. 2. Microbial community structure in houses differs significantly across the urbanizationgradient. Seven sites that were common to all houses
(living room, bedroom, kitchen floors, beds, chair handles, countertops, and living roomwalls) were collapsed into one sample to obtain a totalmeasure of
diversity for each home. (A) Principal coordinates analysis (PCoA) of the seven collapsed samples for each home shows tight clustering of the samples by
community (P < 0.01, analysis of similarities). Point size shows the a diversity level, measured as phylogenetic diversity (PD) (smallest, <150; largest, >250).
(B) PCoA plot of unweighted UniFrac distances of wall and floor bacterial communities by village. Floor samples are clustered very tightly in the jungle
community, but not wall samples. This indicates that floor microbial communities resemblemore to each other than wall samples. This clustering of floor
samples decreases with urbanization, andmicrobial communities of walls and floors merge in urban locations, meaning that urban locations have similar
microbes on the walls and floors, whereas in rural locations, floors have very different microbial communities. (C) Top 20 feature taxa of high relative
abundance (>0.1%) that allowed for correct prediction of a sample’s source community; these include taxa commonly associated with humans (for ex-
ample, Streptococcaceae, Lactobacillaceae, and Pseudomonadaceae) (shown in red hues) and taxa commonly associated with the environment (for
example, Intrasporangiaceae and Rhodobacteraceae) (shown in blue hues). Taxa shown in the literature to be associated with both the environment
and the human body are shown in green hues. (D) Distribution of the collective a diversity (PD) of each home, colored by the number of human inha-
bitants residing in the home. Numbers inside the points indicate the number of different material types that are represented by the seven samples, and
the size corresponds to the total number of pets in the home (dog, cat, monkey, chicken, turtle, or parrot).
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house occupancy (persons per square meter) decreases with urban-
ization (P < 0.005; Fig. 1C and table S4), which is consistent with
higher area and smaller families.

Remarkably, classification of house functional spaces using mi-
crobes was possible (Fig. 1D and fig. S4), and the probability of correct
assignment given the wall bacterial composition increased with urban-
ization (Fig. 1E). We tested for differences in the types and diversity
of household bacteria across locations. Microbial richness (a diversity)
did not change with urbanization (Fig. 2 and figs. S5 and S6), but
bacterial composition was markedly different (Fig. 2, A and B, and
figs. S7 and S8) with houses becoming more microbially distinct
along the gradient. Bacterial community structure in samples from
floor and walls converged with urbanization (Fig. 2B). At the jungle
end of the gradient, floors were made of dirt and people walked
barefoot, and walls were wood columns; at the city end, floors and
walls were made of synthetic materials, and people walked with shoes
(in all but one house). Moreover, wall microbes better differentiated the
kitchen and bathroom functional spaces in urban than in rural houses
(Fig. 1D and fig. S9). The 10 most important operational taxonomic
units (OTUs) that help discriminate among rooms in Manaus com-

prise several taxa normally associated with the human oral cavity,
including Streptococcus, Neisseria, Actinomyces, and Veillonella dispar,
as well as taxa normally associated with the human gut such as
Enterobacteriaceae.

Despite lower occupant density in urban houses, “humanization”
of the houses occurred with increased urbanization (Fig. 2D), associ-
ated with home enclosure—isolation from the outdoor environment—
especially in dwellings sealed for air conditioning. Human bacteria were
enriched in the town and city houses, with Prevotella,Verrucomicrobia,
and Serratia on the walls (figs. S7 and S10), and skin taxa on the floors,
consistent with human shedding (7, 10–12) and with the isolation of
homes from bacterial sources from outdoor environments. Environ-
mental bacteria were proportionally higher in the jungle and rural
village house floors and included soil bacteria [for example, Meso-
rhizobium and Luteimonas fromwater sources andRickettsiella from
arthropods (figs. S7 and S10)]. The environmental bacterium found
in walls included Acidobacteriales, Bradyrhizobium, Dactylosporan-
gium, Actinomycetospora, Actinoalloteichus, Saccharopolyspora,
Pedomicrobium, and Rickettsiella (figs. S7 and S10). As we move from
the rural to the urban locations, there is a shift within Actinobacteria,

Fig. 3. Source tracking indicates home sample’s bacteria reflecting typical use. For each home, the human oral and skin samples as well as awater
source, such as a water bucket or faucet, were input as potential sources of microbes found in sites around the home. Values shown represent likely
contributions from each of these sources, averaged across the homes in each community. All sites contain at least a considerable proportion of taxa
that are also found on the skin of the home’s inhabitants, with floors showing the highest levels of similarity.
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from Brachybacterium and Brevibacterium commonly found in the
environment to Corynebacterium, common in human skin (Fig. 2B).

ABayesian approach called SourceTracker allowed the estimation of
proportion of each community (that is, sample) that are likely to orig-
inate from each of a specified set of source environments (9). This anal-
ysis further confirmed the presence of a partially oral-like community
on the urban bathroom walls (Fig. 3); these traces of human oral mi-
crobes from bathrooms and traces of water-associated microbes on
kitchen countertops and walls likely contribute to the increased ability
to identify both the houses and the indoor functional spaces.

We found no systematic association between the bacterial com-
munities and many other parameters measured in the study including
the structural materials in the households, number of people living in
the house, number of pets (Fig. 2C), temperature variations, light in-
cidence, frequency of cleaning, number of outsiders at sampling time,
date of last rain, and time of day samples were collected (P > 0.05 in all
cases). In particular, consistent with recent studies (11, 13), we find that
samples within a house with different materials are more similar to one
another than samples from the same material across different houses
and that, in all communities, the inhabitants of each house are a major
source of bacteria (Fig. 3).

DISCUSSION

Our findings indicate that the bacteria from the surfaces of house
walls are informative of level of urbanization based on architectural
design. Floors are the most informative of the commonalities found
in individual houses across urbanization levels, whereas walls, less per-
turbed reservoirs of microbes accumulated through room usage, provide
an indicator of room function.

Ventilation, described as a key factor for microbial community
composition in urban settings (14–16), was very high in all of the houses
of our study and does not explain differences in home microbial
composition with urbanization. Instead, we propose that the presence
of walls dividing functional spaces acquires function-dependent mi-
crobes, mostly of human origin.

The current study is limited to one geographical region of the
world and is a small pilot study, and thus, results may not be gener-
alizable. Further research should identify mechanistic explanations
for these phenomena. Insights into the chemical signals that bacteria
provide in different sites within the home are also needed. These re-
markable changes in house microbial content across urbanization
might translate into differences in microbial exposure that may have
developmental health implications for humans (17), according to sev-
eral related hypotheses [the “hygiene” hypothesis (18), the “Old
Friends” hypothesis (19), and the “Disappearing microbiota” hypothe-
sis (20)], suggesting that the reduced pattern ofmicrobial exposure leads
to immune and metabolic disorders that have become the new disease
paradigm in the industrialized world.

MATERIALS AND METHODS

Design of the study
We selected four communities at the same latitude in the Amazon
Basin, with different degrees of urbanization (fig. S1): an isolated
jungle village, a rural community, an urban town, and an urban city.

The specific locations were selected to represent four significantly
different urbanization levels with similar climate. Ten houses from
each location were sampled in four sites to characterize architectural
and microbiological profiles of house walls and floors. The sample
size of n = 40 per locationwas based on estimations using a two-sided
test, for significant differences in the microbial composition, with a
Cohen’s d = 0.63, power of 80%, and a = 0.05.

Communities’ description
Four human settings were studied in this work, spanning urbanization.
Three of them were in Peru, and one in Brazil.

The Peruvian rural community of Checherta is a traditional, native,
hunter-gatherer, Amerindian village in the border between Peru and
Ecuador (fig. S1). It is inhabited by approximately 300 inhabitants,
living in open huts, with the exception of one house that was enclosed
from the outside by walls (fig. S11), made of natural materials (Fig. 1A
and fig. S2). It has a recently made school consisting of one classroom
and three adjacent latrines, which remain unused by the locals. Checherta
has no electricity or potable water services; water is obtained from the
nearest river, and the village is highly inaccessible, requiring travel by a
plane that can land on an improvised landing field inNuevoAndoas and
then taking a 2-day trip on small river boats (table S1).

The second Peruvian community, Puerto Almendras, is a rural
setting located at ~1-hour drive (12 km) west from Iquitos. It has ~250
inhabitants that live in houses with external walls, made out of both
natural and industrial materials. Most of the houses were not internally
subdivided, and those spaces that were remained connected with adja-
cent areas because the walls did not reach the roof. Puerto Almendras
has a water reservoir (however, no potable water service), electricity ser-
vice, a school, and a health care center within walking distance. Houses
are distributed around a soccer field.

The third Peruvian community was the town of Iquitos, the world’s
biggest populated center that is inaccessible by road—it is accessible
only by plane or boat (table S1). This town has 371,000 inhabitants, an
international airport, paved roads, municipally treated piped water,
and electricity. All houses are enclosed in external walls that separate
them from the outdoor environment and are made of industrial ma-
terials. Walls that divide the inner house do not always reach the roof.

The fourth location was Manaus in Brazil, the biggest city in the
Amazon region, with a population of 1.8 million, accessible by roads,
boats, and planes. Sampled houses were completely separated from
the environment and internally divided by walls. Unlike the Peruvian
communities, this city has enormous social differences, andwe sampled
homes from middle class families.

Architectural determinations
Sketches of the houses were created with measurements collected in
the field, with photographs of each household (Fig. 1A and figs. S2
and S11), that provided the basis for estimations of floor area/surface,
volume, openness (proportion of apertures, location in floor plans, and
orientation), human density (number of people per square meter),
and privacy index for each household. Additionally, this information
sets the basis for modeling using a building modeling program
(Autodesk Revit) to produce three-dimensional representations of
each sampled house.

Environmental variables of temperature and relative humidity
were collected. A HOBO Micro Station Data Logger (H21-002) was
used to record 2-min interval data of temperature and relative humidity.
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Analysis of qualitative data from both architecture and environmental
variables was made using the SPSS version 20 program to compare
variations in architecture and environment between locations.

Bacterial community structure determinations
Microbial samples were collected (using sterile swabs) from floors
and walls of living rooms, kitchens, bedrooms, and bathrooms—or
equivalent functional spaces in jungle houses—of each household.
Metadata information from each sample was recorded, including
surface material, sample height (walls), cleaning frequency, presence
of pets in the home, light, surface temperature, andwhether peoplewore
shoes. Shoes were worn in 36% of family members in Checherta, 75%
in Puerto Almendras, and 100% in Iquitos and Manaus.

Cryovial-containing samples were frozen in a dry shipper and stored
at −80°C until DNA was extracted using the MoBio PowerSoil Kit
(following the manufacturer’s instructions). The V3-V4 regions of the
16S rRNA gene were sequenced using the HiSeq Illumina platform. Se-
quences were analyzed using the Qiime pipeline. Sequences were
trimmed at 100 base pairs, and open-reference OTU picking (21) was
performed at a 97% identity to assign taxonomy using Greengenes ver-
sion 13_8 (22) and to characterize novel taxa. aDiversity was estimated
using PD whole tree (23) on rarefied tables at 10,000 sequences per
sample for floors and 2500 sequences per sample for walls. bDiversity
wasmeasured using unweighted UniFrac (24) on the rarefied tables. Fi-
nally, the Bayesian approach SourceTracker was used to identify possi-
ble sources of contamination (9).

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/2/2/e1501061/DC1
Fig. S1. Satellite view and urban plan of the communities selected for this study in the South
American Amazonas.
Fig. S2. Typical house in the jungle community of Checherta.
Fig. S3. Distribution of privacy index on each location.
Fig. S4. UniFrac-based PCoA of microbial communities in the floors (A and B) and walls (C and D),
colored by village (A and C) and by room (B and D).
Fig. S5. Bacterial a diversity calculated with the PD whole tree metric on floor and wall samples
by location.
Fig. S6. Bacterial a diversity calculated with the PD whole tree metric on floor and wall samples
by home site in each location.
Fig. S7. Taxonomic composition of floor and wall samples from each location.
Fig. S8. UniFrac distances of the microbial communities in floors and walls, and between and
within locations.
Fig. S9. UniFrac-based PCoA of microbial communities in the walls of jungle (Checherta) and
city (Manaus).
Fig. S10. Discriminative bacteria from each location based on an LDA effective size (LEfSe)
analysis on floor and walls from all villages.
Fig. S11. Blueprint of a closed, segregated house from Checherta.
Table S1. Urban parameters of the four sampling sites for this study.
Table S2. Architectural qualitative descriptions of the studied settlements.
Table S3. Summary statistics for indoor temperature and relative humidity on the four
locations at 1-min intervals.
Table S4. Architectural parameters for the studied settlements (averages and SDs).
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Single-cell RNA-seq and computational analysis using 
temporal mixture modeling resolves TH1/TFH fate 
bifurcation in malaria
Tapio Lönnberg,1,2* Valentine Svensson,1* Kylie R. James,3* Daniel Fernandez-Ruiz,4  
Ismail Sebina,3 Ruddy Montandon,2 Megan S. F. Soon,3 Lily G. Fogg,3 Arya Sheela Nair,3  
Urijah N. Liligeto,3 Michael J. T. Stubbington,1,2 Lam-Ha Ly,2 Frederik Otzen Bagger,1,2,5,6  
Max Zwiessele,7 Neil D. Lawrence,7 Fernando Souza-Fonseca-Guimaraes,3  
Patrick T. Bunn,3 Christian R. Engwerda,3 William R. Heath,4,8 Oliver Billker,2  
Oliver Stegle,1†‡ Ashraful Haque,3†‡ Sarah A. Teichmann1,2†‡

Differentiation of naïve CD4+ T cells into functionally distinct T helper (TH) subsets is crucial for the orchestration 
of immune responses. Because of extensive heterogeneity and multiple overlapping transcriptional programs in 
differentiating T cell populations, this process has remained a challenge for systematic dissection in vivo. By using 
single-cell transcriptomics and computational analysis with a temporal mixtures of Gaussian processes model, 
termed GPfates, we reconstructed the developmental trajectories of TH1 and TFH (T follicular helper) cells during 
blood-stage Plasmodium infection in mice. By tracking clonality using endogenous T cell receptor sequences, we 
first demonstrated that TH1/TFH bifurcation had occurred at both population and single-clone levels. Next, we 
identified genes whose expression was associated with TH1 or TFH fates and demonstrated a T cell–intrinsic role 
for Galectin-1 in supporting TH1 differentiation. We also revealed the close molecular relationship between TH1 
and interleukin-10–producing Tr1 cells in this infection. TH1 and TFH fates emerged from a highly proliferative 
precursor that up-regulated aerobic glycolysis and accelerated cell cycling as cytokine expression began. Dynamic 
gene expression of chemokine receptors around bifurcation predicted roles for cell-cell interaction in driving TH1/TFH 
fates. In particular, we found that precursor TH cells were coached toward a TH1 but not a TFH fate by inflammatory 
monocytes. Thus, by integrating genomic and computational approaches, our study has provided two unique resources: 
a database, www.PlasmoTH.org, which facilitates discovery of novel factors controlling TH1/TFH fate commitment, 
and, more generally, GPfates, a modeling framework for characterizing cell differentiation toward multiple fates.

INTRODUCTION
CD4+ T cells are key instructors of the immune system. They can dis-
play extensive phenotypic and functional diversity by differentiating 
into a range of T helper (TH) subsets, including TH1, TH2, TH17, TFH 
(T follicular helper), TH22, Treg (T regulatory), and TH9 cells, that are 
distinguished mainly by cytokine and transcription factor expression 
profiles. Because TH cells can control infections and drive immune- 
mediated diseases, there remains tremendous interest in the molecular 
mechanisms that mediate their in vivo differentiation.

Malaria, caused by the protozoan parasite Plasmodium, afflicted 
212 million humans in 2015 (1). Both TH1 responses (2) and TFH- dependent 
antibody responses (3) can independently protect against malaria and 
are elicited simultaneously in malaria-infected individuals (4), as well 

as in mice challenged with rodent-infective strains, such as Plasmodium 
chabaudi chabaudi AS (PcAS) (5). However, the molecular relation-
ships between TH1 and TFH cells remain unclear during Plasmodium 
infection and, more generally, during any immune challenge. A re-
cent study has demonstrated that the unique T cell receptor (TCR) of a 
naïve CD4+ T cell imparted a strong preference for either a TH1 or a 
TFH fate (6). Nevertheless, for many clones, both fates could still emerge, 
implying that other mechanisms, such as internal stochasticity and 
cell-extrinsic factors, also govern fate choices in vivo. Transcription fac-
tors including T-bet, Gata3, RORT, and Bcl6 have been reported to 
drive and stabilize TH fates, leading to their characterization as “lineage- 
defining” molecules. This has tended to present TH differentiation as a 
choice between mutually exclusive linear pathways. However, transient 
coexpression of these transcription factors (for example, of Bcl6/T-bet 
and Foxp3/RORT) suggests that overlapping intermediate TH states 
also exist in vivo. Moreover, substantial heterogeneity occurs in the ki-
netics of CD4+ T cell responses, resulting in a complex mixture of inter-
mediate states during differentiation, which is not easily resolved via 
assessment of a small number of molecules.

Conventional dendritic cells (cDCs) are the dominant initial source 
of antigenic signaling to naïve CD4+ T cells in secondary lymphoid tis-
sues, for example, in the spleens of Plasmodium-infected mice (7). In 
other models, it was shown that cDCs made long-lasting stable contacts 
with naïve CD4+ T cells to initiate priming (8). Once activated, CD4+ 
T cells regained motility, permitting further cellular interactions. Con-
sistent with this observation, activated CD4+ T cells required further 
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antigenic stimulation to optimize clonal ex-
pansion and TH differentiation (9); cDCs 
were considered the most likely candidates 
(8, 10), with other cell types remaining less 
explored. Studies of mice with altered mo-
nocytic responses suggested roles for these 
cells in CD4+ T cell priming, specifically in 
tissues with few cDCs (11). Other reports 
used cDC deficiency to illustrate that mo-
nocytes could activate naive CD4+ T cells 
(12). However, few in vivo studies have 
explored roles for monocytes in TH differ-
entiation, where cDC responses remain 
intact.

Here, we used single-cell RNA sequenc-
ing (scRNA-seq) to study Plasmodium- 
specific TCR transgenic CD4+ T (PbTII) 
cells during blood-stage PcAS infection in 
mice. We then used a computational mod-
eling strategy to reconstruct the molecular 
trajectories of TH1 and TFH cells. Last, we 
investigated cell-cell interactions based on 
dynamic expression of chemokines and 
their receptors, and examined roles for in-
flammatory monocytes in supporting acti-
vated CD4+ T cells toward a TH fate.

RESULTS
scRNA-seq resolves TH1 and TFH cell 
fates during Plasmodium infection 
in mice
We used scRNA-seq to elucidate the de-
velopment and heterogeneity of TH1 and 
TFH cells during PcAS infection (Fig. 1A 
and fig. S1). We transferred naïve, prolif-
erative dye-labeled PbTII cells into con-
genic wild-type mice and recovered them 
at days 2, 3, 4, and 7 after infection by cell- 
sorting those expressing the early activa-
tion marker CD69 or displaying dilution 
of the proliferative dye (fig. S2). Flow cy-
tometric measurements of the canoni-
cal TH1 markers T-bet (coded by Tbx21) 
and interferon- (IFN) and TFH markers 
CXCR5 and Bcl6 indicated that these sub-
sets emerged in parallel by day 7 after in-
fection (Fig. 1, B to D, and fig. S3) (13, 14). 
Notably, markers of TH2, TH17, or Treg sub-
sets were not up-regulated by PbTII cells 
(fig. S4).

Initially, we used principal components 
analysis (PCA) to explore the overall tran-
scriptomic landscape of the PbTII cells 
(fig. S5A). The top principal components 
were strongly associated with the num-
ber of detected unique transcripts [reflective of mRNA content and 
proliferative status (fig. S5B)] and differentiation (figs. S5C to S7 and 
table S1). As expected, the variability related to previously established 

TH1 and TFH gene expression signatures became more prominent 
with time, separating two subpopulations at day 7 (Fig. 1, E and F) 
(15). Together, these results suggested a progressive commitment to 

Fig. 1. Single-cell mRNA sequencing of PbTII cells. (A) PbTII cells were transferred from a single donor to multiple 
recipients. The numbers denote single cells from which mRNA-sequencing (mRNA-seq) data were successfully re-
corded. Numbers in parentheses refer to the replicate experiment presented in fig. S12. (B and C) Representative 
fluorescence-activated cell sorting (FACS) plots showing bifurcation of splenic TH1 (T-bet+IFN+) and TFH (Bcl6+CXCR5+) 
PbTII CD4+ T cells at day 7 post-infection (p.i.) with PcAS. (D) Flow cytometry data indicate concurrent differentiation of 
TH1 (IFN+) and TFH (CXCR5+) PbTII CD4+ T cells within the spleen of PcAS-infected mice (n = 4). Index expression is the 
product of mean fluorescence intensity and proportion IFN+ or CXCR5+. Data are representative of two independent 
experiments. (E) PCA of single PbTII cells at day 7 after infection with PcAS. The arrows represent Pearson correlation 
with PC1 and PC2. Cell size refers to the number of detected genes. “TH1 signature” and “TFH signature” refer to cumula-
tive expression of genes associated with TH1 or TFH phenotypes [total transcripts per million (TPM) of all genes in the set] 
(15). (F) Expression levels of the leading 50 genes with the largest PC2 loadings at day 7 (D). Genes were annotated as 
either TH1- or TFH-associated on the basis of public data sets (15, 37, 44, 47). *Cdk2ap2 appears twice because two alter-
native genomic annotations exist.
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TH1 and TFH fates, and indicated that single-cell transcriptomes 
could be used for estimating both proliferative states and degrees of 
differentiation of individual cells.

Delineation of TH1 and TFH trajectories using a Mixture of 
Gaussian Processes model
The results from the PCA suggested that variation in PbTII transcrip-
tomes could be used to reconstruct the transcriptional programs that 
are underlying the TH1 and TFH differentiation. To more explicitly 
model the temporal dynamics of this differentiation process, we devel-
oped GPfates, a temporal mixture model that builds on the Gaussian 
Process Latent Variable Model (16) and Overlapping Mixtures of 
Gaussian Processes (OMGP) (17). Briefly, this approach is based on 
first reconstructing the differentiation trajectory from the observed 
data (“pseudotime,” Fig. 2, A and B), thereby establishing an order for 
the cells. Although our model uses the sample time as prior informa-
tion, the inferred orderings did not strictly adhere to the experimental 
time points (fig. S8). For example, cells from day 4 after infection were 
mixed with some of the cells from days 3 and 7 at either end of the day 4 
pseudotime distribution. This result is consistent with the idea that 
bulk assessments of cells at specific time points fail to account for the 
heterogeneity and differential kinetics of responses made by single 
cells. To assess the robustness of the established ordering, we repeated 
this analysis without supplying the experimental sampling times to the 
model, finding overall consistent results (Comp. Supp. Fig. 8).

In a second step, GPfates uses the inferred temporal orders as input 
for a nonparametric time series mixture model [OMGP (17)]. This ap-
proach revealed two simultaneous trends emerging during pseudotime 
(Fig. 2, C and D), which separated from each other, indicating that a 
developmental bifurcation occurred.

In a third step, GPfates uses a change point model (section 4.2 of 
Supplementary Computational Methods), thereby facilitating to anno-
tate pseudotime after bifurcation. The cell fate split appeared to initiate 
among early day 4 post-infection cells (in pseudotime; Fig. 2, C and D), 
an inference that was robust when using bootstrapped subsets of cells 
(section 6.2 of Supplementary Computational Methods).

We found that differentially expressed genes between the identi-
fied trajectories agreed with known TH1/TFH signature genes (Fig. 3, 
A and B, and fig. S9) (15), strongly suggesting that the fitted mixture 
components corresponded to cells with TH1 and TFH phenotypes. 
Notably, these bifurcation trends could not be identified by other 
published methods for reconstructing bifurcating single-cell trajec-
tories (Comp. Supp. Fig. 14) (18–22). We also successfully applied 
GPfates to resolve bifurcation events in other published data sets 
(Comp. Supp. Figs. 11 and 12) (23, 24), suggesting that our approach 
is more generally applicable for studying cellular differentiation us-
ing scRNA- seq data.

Lineage barcoding using endogenous TCR sequences 
reveals TH1/TFH bifurcation from single CD4+ T cells
Although the TCR transgenic approach used in this study minimized 
the influence of TCR sequence variability on cell fate determination 
(6), the strain was Rag-sufficient, thus retaining potential for expres-
sion of diverse endogenous TCR chains, in addition to the transgenic 
TCR. Sequence analysis of TCR transcripts in single PbTII cells con-
firmed universal expression of the PbTII V2 and V12 chains (tables 
S2 and S3), as well as highly diverse, though lower, levels of expression 
of endogenous TCR chains in many cells (fig. S10). Rag-sufficient 
PbTII cells differentiated as effectively as Rag1−/− PbTII cells into both 

TH1 and TFH cells (fig. S11), indicating that endogenous TCR se-
quences had not influenced TH fate bifurcation.

Given the vast combinatorial diversity of the endogenous TCR se-
quences, we used these as unique molecular barcodes to identify ances-
trally related PbTII clones. We identified six clones comprising multiple 
sibling cells. Of these, two consisted of sibling cells that mapped close to 
the bifurcation point. For the remaining four clones, siblings exhibited 
highly diverging patterns of differentiation, with three sibling pairs fall-
ing at the extremities of the TH1-TFH phenotype spectrum (Fig. 3C). 
These results demonstrated that TH1/TFH bifurcation had occurred at 
both population and single-clone levels in our system, with the progeny 
of a single cell populating both TH1 and TFH compartments.

Transcriptional signatures associated with bifurcation of 
TH1 and TFH fates
Next, we sought to identify genes whose expression differed between 
the TH1 and TFH branches. We derived a bifurcation statistic to esti-
mate the concordance with bifurcation for individual genes (see sec-
tion 4.2 of Supplementary Computational Methods for details and 
Fig. 3D). Among the highest-ranking genes, the most common pattern 
was up-regulation along the TH1 branch (Fig. 3D). This suggested that 
TFH cells were developmentally closer to the shared progenitor state 
than TH1 cells, because the TH1 fate involved up-regulation of numer-
ous genes not expressed in either the progenitor or TFH states.

To validate the robustness of these gene signatures and the timing of 
the bifurcation, we repeated the infection and, at days 0, 4, and 7, se-
quenced additional PbTII cells using the Smart-seq2 protocol (Fig. 1A 
and fig. S12A). A nonlinear dimensionality reduction indicated that the 
single cells from both experiments populated similar transcriptional 
landscapes (fig. S12B) and that the subset characteristic coexpression 
patterns of the bifurcating genes identified by GPfates emerged by 
day 7 (fig. S12C). Notably, the day 7 cells from each mouse could be 
separated into distinct TH1 and TFH subpopulations using the top bifur-
cating genes (fig. S12D). These results indicated that the bifurcation- 
associated gene expression patterns were reproducible across experiments 
and sequencing platforms.

The highest-ranking transcription factors for the bifurcation in-
cluded Tcf7 for the TFH fate and Id2 for the TH1 fate (Fig. 3, D and E). 
Tcf7 is required for T cell development and has been recently shown to 
be instrumental for TFH differentiation (25, 26). It also represented one 
of the rare genes defined by a decrease in expression when moving to-
ward the TH1 fate. Id2 is an antagonist of Tcf7 and was recently identi-
fied as a key driver of TH1 responses (27). As expected, the hallmark 
TFH transcription factor Bcl6 was also strongly associated with the TFH 
fate. In TH1 cells, many bifurcating genes encoded immune-related re-
ceptors (Fig. 3, D and E), such as Cxcr6 (fig. S13, A and B), Ifngr1, and 
S1pr1, which mediate egress from secondary lymphoid organs. This 
was consistent with the notion that TH1 cells can migrate to peripheral 
tissues and remain receptive to external signals. In contrast, the only 
bifurcating chemokine receptor associated with a TFH fate was Cxcr5, 
which is important for trafficking into B cell follicles (28).

Many of the bifurcating genes had no known role in TH differentia-
tion. For example, lgals1 (encoding Galectin-1), a molecule generally 
implicated in cDC (29) and Treg function (30), was unexpectedly up- 
regulated in PbTII cells around bifurcation and maintained along the 
TH1 but not the TFH trajectory (fig. S14A). This observation was con-
firmed at the protein level (fig. S14B). Next, comparison of TH1/TFH 
fates in cotransferred wild-type and lgals1−/− PbTII cells during PcAS 
infection (fig. S14C) revealed a specific role for Galectin-1 in supporting 
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TH1 but not TFH fate (fig. S14D). Together, 
these data illustrate the potential for the 
GPfates model to enable identification of 
factors controlling TH1 and TFH fates. Fur-
ther examination of bifurcating genes is 
facilitated by an online database (www.
PlasmoTH.org) accompanying this paper 
(Fig. 3F).

Coinciding with TH1/TFH differentia-
tion, we also noted up-regulation of Il10 
particularly in the TH1 branch (fig. S15A). 
Most of the Il10-expressing cells also ex-
pressed Ifng at equal or higher levels as 
those expressing Ifng alone (fig. S15, B 
and C). These data revealed the develop-
ment of Tr1 cells, defined as interleukin-10 
(IL-10)/IFN–coexpressing CD4+ T cells. 
Given that Il10 expression was associated 
with the TH1 branch, this suggested that 
Tr1 cells were developmentally related to 
TH1 cells. Unexpectedly, we found that 
aside from Il10, only two genes, Trib2 and 
BC017643, were differentially expressed 
between Il10/Ifng-coexpressing Tr1 cells 
and Ifng-expressing TH1 cells (fig. S15D). 
Furthermore, a comparison of gene expres-
sion frequencies between Tr1 and TH1 
cells revealed a substantial degree of simi-
larity across the genome (fig. S15E). To-
gether, these data strongly suggest that Tr1 
cells de rive directly from TH1 cells during 
blood-stage Plasmodium infection.

Pseudotemporal relationships 
between cell cycling, aerobic 
glycolysis, and cytokine expression
Clonal expansion, increased aerobic glycol-
ysis, and cytokine expression are hallmarks 
of TH cell development whose temporal 
relationships with each other remain to be 
fully resolved in vivo. We noted that PbTII 
cells became highly proliferative around 
bifurcation, as shown by the up-regulation 
of Mki67 (Fig. 4, A and B, and fig. S16A) 
and other known proliferation marker 
genes (fig. S16B) (31). This correlated with 
cell cycle activity, as inferred from the 
scRNA-seq data using the Cyclone tool, 
and confirmed by flow cytometric mea-
surements of DNA content and cell size 
(Fig. 4, C and D, and fig. S16C). On day 4 
after infection, the cells also increased ex-
pression of genes associated with aerobic 
glycolysis but not oxidative phosphorylation 
(Fig. 4F), an indication of increased meta-
bolic requirements being met by glucose 
metabolism and increased mammalian tar-
get of rapamycin complex 1 (mTORC1) ac-
tivity. Consistent with this was the observed 

Fig. 2. GPfates modeling of bifurcation processes using scRNA-seq data. (A) Overview of the analysis workflow 
that underlies GPfates, consisting of dimensionality reduction of high-dimensional single-cell transcriptomes (left), 
inference of a pseudotemporal ordering of the cells (middle), and the reconstruction of trajectories using temporal 
mixture modeling (right). These individual steps build on models derived using the Gaussian process framework. 
Once fitted, GPfates enables for different downstream analyses, including cell orderings, bifurcation time point esti-
mates, and inference of the genes that drive bifurcation events. (B) Illustration of intermediate results obtained from 
GPfates. Left: A low-dimensional representation, as well as a pseudotemporal ordering of the cells, is inferred using a 
nonlinear dimensionality reduction (Gaussian Process Latent Variable Model). Temporal trajectories and bifurcations 
are then reconstructed using a temporal mixture model (Overlapping Mixture of Gaussian Processes), with data-trend 
assignments per cell. B-GPLVM, Bayesian Gaussian Process Latent Variable Model; 3D, three-dimensional. (C) Low- 
dimensional representation (2D) of the complete data sets (408 single-cell transcriptomes). The blue line depicts the 
inferred progression of pseudotime. Text labels illustrate features typical of cells in the corresponding pseudotime re-
gion. (D) Inference of two simultaneous trends based on the pseudotime using the temporal mixture model.
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elevated levels of ribosomal protein S6 phosphorylation on day 4 
after infection (Fig. 4E).

By day 4 after infection, PbTII cells had gone through several rounds 
of cell division with differing kinetics and with some cells expressing 
IFN. By comparing Ifng-expressing and nonexpressing cells on day 4 

after infection, we noted that early Ifng- 
expressing cells cycled faster and expressed 
aerobic glycolysis genes more highly than 
non–cytokine-expressing counterparts 
(Fig. 4G). Together, our data suggest that 
around bifurcation, PbTII cells exhibited 
a highly proliferative and metabolically 
active state, with those cells cycling fast-
est and exhibiting most glycolytic activity 
being the first to acquire the capacity to 
secrete IFN.

Gene dynamics identifies potential 
decision-making molecules
To elucidate how PbTII cells transitioned 
from the proliferative precursor state to 
TH1 and TFH fates, we sought to resolve 
the hierarchy of gene expression before 
and during cell fate bifurcation. In addi-
tion to genes directly following the bifur-
cation trend, we reasoned that expression 
of genes encoding key decision-making 
molecules might also be likely to be dynamic 
and peak before the bifurcation. First, to 
identify these, we selected those genes 
displaying interesting nonlinear trends in 
their expression patterns over pseudotime 
by Gaussian Process regression. This was 
achieved via a D statistic (model likelihood 
ratio), where each gene’s expression pat-
tern over pseudotime was tested for vari-
ation unexplained by random noise (32). On 
the basis of the D statistic (>50.0, Fig. 5C), 
we identified 2061 dynamic genes (Fig. 5A). 
Second, we ordered these genes accord-
ing to their peak expression time to pro-
vide a temporal overview (Fig. 5A) and 
noted that a substantial fraction of them 
peaked around bifurcation. These included 
the TH1-driving genes Tbx21, Il2ra, and 
Il2rb, supporting our initial hypothesis. 
Moreover, cells around bifurcation also 
transcribed the highest number of genes 
compared with those at all other points in 
pseudotime (Fig. 5B).

This model also infers the length-scale 
of the dynamic model, namely, the degree 
of fast-acting behavior over pseudotime 
(Fig. 5C). Using this additional feature, 
we noted roughly equivalent dynamics 
for Tbx21, Il2ra, and Il2rb. Furthermore, 
we noted similar dynamics, though with 
slightly later peak times, for the chemokine 
receptors Cxcr5 and Cxcr3. Closer exam-

ination of all chemokine receptor genes also revealed peak expression 
around bifurcation for Ccr4 but not others (fig. S17). Given that Cxcr5 
and Cxcr3 have been associated with TFH and TH1 cells, respectively 
(10, 33, 34), and because they exhibited similar dynamics, we hypothe-
sized that these were competing receptors that directly influenced 

Fig. 3. The relationship of known TH1 and TFH transcriptomic signatures and the GPfates trajectories. (A) TH1 
and TFH assignment probabilities of individual cells. For differential expression analysis (B), TH1 and TFH were defined as cells 
with assignment probability of ≥0.8 for the respective trend. (B) Differential expression patterns between cells assigned to 
TH1 and TFH states. Fold differences (x axis) and the corresponding adjusted P value (y axis) of differential expression for 
expressed genes (in at least 20% of cells) are shown. Statistical significance was determined using Wilcoxon rank sum test, 
with Benjamini and Hochberg correction for multiple testing. The horizontal and vertical dashed lines denote adjusted 
P value of 0.05 and twofold change, respectively. (C) Parallel TH1 and TFH differentiation within cells of a single CD4+ 
T cell clone. Colors correspond to individual clones determined by sequence analysis of endogenous TCR genes (tables 
S2 and S3). (D) Identification of genes associated with TH1 and TFH trajectories. For each gene, the expression correlation 
with pseudotime (x axis) versus the correlation with the TFH trend assignment (y axis) is shown. Gene relevance was deter-
mined using the bifurcation statistic (Materials and Methods, fig. S9C). The top 248 bifurcating genes, with bifurcation 
statistic >49, are represented in colors according to the functional classification of the genes (Supplementary Materials 
and Methods and table S4). (E) Genes with the strongest association with TH1 or TFH differentiation, filtered using the 
bifurcation score as in (D). The genes are ranked in descending order of association with the respective trend. Cdk2ap2 
appears twice because of alternative genomic annotations. (F) Web address for GPfates database, where the expression 
kinetics of genes of interest can be visualized. Examples illustrate the top-ranking bifurcating genes from (E).
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TH1/TFH fate (Fig.  5D). Assessment of Cxcr3/Cxcr5 coexpression 
around bifurcation revealed a substantial portion of cells expressing 
both receptors (fig. S18). Thus, our examination of gene expression dy-
namics revealed large numbers of genes being expressed and peaking 
around bifurcation, including not only those associated with clonal ex-
pansion but also numerous sequentially expressed transcription factors 
and receptors with potential to influence TH fate.

Monocytes support activated PbTII cells toward a TH1 but 
not a TFH fate
Given similar dynamics and peak expression times for Cxcr3 and 
Cxcr5, and peak expression around bifurcation for Ccr4 (fig. S17), we 
reasoned that cell-cell interactions via these receptors controlled TH1/
TFH fate. Hence, we considered cell types that could control TH fate, 

specifically around bifurcation. Because B cells supported a TFH fate 
(fig. S19), we hypothesized that coordinated action by myeloid cells 
provided competing signals to support a TH1 fate.

To study this, we examined splenic cDCs and inflammatory mono-
cytes before PbTII bifurcation. We sorted CD8+ and CD11b+ cDCs 
and Ly6Chi monocytes from naïve and infected mice (fig. S20) and per-
formed scRNA-seq. PCA of cDCs distinguished the two naïve cell types 
along PC2 (Fig. 6A and fig. S21) with an efficiency consistent with recent 
data (35) and further highlighted a number of expected and previously 
unknown cDC subset-specific genes (fig. S22). We next compared naïve 
cDCs with those from infection (Fig. 6A and fig. S21) and separated 
these along PC6 (Fig. 6A). Analysis of differential gene expression in 
cDCs due to infection identified 30 genes, 29 of which were up-regulated 
(Fig. 6B and fig. S23), including transcription factors Stat1 and Irf1 and 

Fig. 4. The bifurcation of T cell fates is accompanied by changes in transcription, proliferation, and metabolism. (A) Expression kinetics of Mki67, encoding the 
proliferative marker Ki-67, as a function of pseudotime. (B) Representative FACS plots showing kinetics of CellTrace Violet (CTV) dilution and Ki-67, IFN, or CXCR5 expression, 
with summary graphs showing % of PbTII cells expressing these (after 106 PbTII cells transferred) in uninfected (day 0) and PcAS-infected mice at indicated days after infection 
(n = 4 mice per time point, with data from individual mice shown in summary graphs; solid line in summary graphs indicates temporal trends fit using a third-order polynom-
inal regression). Data are representative of two independent experiments. (C) Relative cell cycle speed of PbTII cells, determined by measuring the fraction of cells in S, G2, 
or M phase. Results when allocating cells to cell cycle phases using flow cytometry (fig. S16C) or computational assignments on the basis of the scRNA-seq data are shown. 
(D) Cell size estimation using forward scatter (FSC) measurements of PbTII cells. (E) Cellular metabolic activity of PbTII cells in naive mice (n = 3) and at days 4 and 7 after 
infection (n = 6), as determined by flow cytometric assessment of ribosomal protein S6 phosphorylation (p-S6). Histogram and proportions are representative of two inde-
pendent experiments. ***P < 0.001, one-way analysis of variance (ANOVA) and Tukey’s multiple comparisons tests. (F) Expression kinetics of genes associated with the cell 
cycle [251 genes derived from Cyclebase (48)], glycolysis (41 genes, GO:0006096), and oxidative phosphorylation (30 genes, GO:0006119) during PcAS infection. Cumulative 
expression levels of genes in the respective categories per single cell are shown. Data from all cells and mice (Fig. 1A) were pooled. (G) Differential expression analysis com-
paring the experiment-corrected expression of genes associated with cell cycle (P < 10−103), glycolysis (P < 10−4), and oxidative phosphorylation (P < 10−5) (F) in Ifng-positive 
(≥10 TPM) and Ifng-negative cells (<10 TPM) at day 4 after infection with PcAS from both experiments combined.
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CXCR3-attractant chemokines Cxcl9 and Cxcl10. Notably, gene ex-
pression patterns among individual cDCs varied according to the 
gene. For example, Stat1 and Irf1 were expressed by several naïve 
cDCs and further up-regulated during infection (Fig. 6C). This was 
similar for Cxcl9, which was expressed by CD8+ cDCs in naive mice, 

whereas Cxcl10 was induced only upon 
infection (Fig. 6C). These data suggested 
interactions between cDCs and uncom-
mitted CXCR3+ PbTII cells, consistent with 
a recent study (10). Next, PCA of Ly6Chi 
monocytes from naïve and infected mice 
distinguished them from each other along 
PC2 (Fig.  6D and fig. S24). Differential 
gene expression analysis between naïve 
and infected groups uncovered ~100 genes, 
both up-regulated and down-regulated 
during infection (Fig. 6E and fig. S25). 
A high proportion (~40%) of genes up- 
regulated in cDCs were also induced in 
Ly6Chi monocytes, including Stat1, Irf1, 
and Cxcl10 (Fig. 6, E and F), suggesting 
possible overlapping functionality. In addi-
tion, monocytes expressed other chemo-
kines, including Cxcl2, Ccl2, and Ccl3 
(Fig.  6, E and F). Furthermore, specific 
examination of all immune cellular inter-
action genes (fig. S26) revealed emerging 
variable expression of Tnf, Cd40, Pdl1, 
Ccl4, Ccl5, Cxcl16, Cxcl9, and Cxcl11 in 
monocytes, thus suggesting complex cell-
cell interactions for Ly6Chi monocytes dur-
ing infection.

Because Cxcl9, Cxcl10, Cxcl11, Ccl2, 
Ccl3, and Ccl5 signal through Cxcr3 or Ccr4, 
which were expressed by activated PbTII 
cells, we next hypothesized that Ly6Chi 
monocytes, in addition to cDCs (10), in-
teracted with PbTII cells and influenced 
TH1/TFH fate. To test this, we first assessed 
chemokine expression at the protein level 
by Ly6Chi monocytes (Fig. 6G). Kinetics 
of CXCL9 production was similar in cDCs 
and Ly6Chi monocytes. Next, we used 
LysMCre × iDTR mice, in which Ly6Chi 
monocytes were depleted after PbTII cell 
activation but before bifurcation (Fig. 6H 
and fig. S27). We noted a modest reduction 
in CD68+ splenic macrophages using this 
approach (fig. S27B). Using this approach, 
we found that monocytes/ macrophages 
supported a TH1 but not a TFH fate (Fig. 6H). 
Together, our data support a model in 
which activated PbTII cells are supported 
toward either a TFH fate by B cells (fig. S19) 
or a TH1 fate by chemokine-expressing 
myeloid cells, including Ly6Chi inflam-
matory monocytes.

DISCUSSION
By capturing single CD4+ T cell transcriptomes during an experi-
mental malaria infection, and computationally reconstructing the 
course of events, we have resolved the bifurcation of naïve CD4+ 
T cells into TH1 and TFH cells at a molecular level. GPfates modeling 

Fig. 5. Temporal gene expression dynamics during PcAS infection. (A) Expression patterns over pseudotime 
shown for top 2061 dynamic genes (defined by D statistic >50). Genes are ordered per peak expression time. TH1 and 
TFH probability trajectories from the GPfates OMGP model presented at the bottom to depict bifurcation and provide 
temporal context between the gene expressions and cellular fates. Various dynamically expressed immune receptors, 
transcription factors, and secreted molecules are annotated. (B) Relationship of transcriptional activity and divergence 
of TH1 and TFH fates. The number of detected genes per cell is shown across pseudotime. The color of the data points 
represents trend assignment probability (Fig. 2). TH1 and TFH trajectories from the GPfates OMGP model presented to 
depict relation to the bifurcating behavior. (C) Gene expression dynamics assessed using D statistic and optimal squared 
exponential kernel length-scales. Genes with a D statistic of >50 selected as displaying nonlinear expression patterns 
over pseudotime. The optimal length-scales of the squared exponential kernels of the Gaussian Processes plotted on 
x axis, where small values indicate that some rapid changes in expression over pseudotime occur. (D) Model summa-
rizing the expression patterns of key chemokine receptors and the transcription factors Id2 and Tcf7 during TH1-TFH 
cell fate determination. The size of the cell represents proliferative capacity (Fig. 4, A to F).
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Fig. 6. Myeloid cells influence TH bifurcation in uncommitted PbTII cells. (A to C) Splenic CD8+ and CD11b+ CD8− cDCs from a naïve mouse, mixed cDCs from an 
infected mouse, and (D to F) Ly6Chi monocytes from naïve and infected mice were analyzed by scRNA-seq, with mRNA reads filtered by minimum expression of 100 TPM 
in at least two cells. (A and D) PCA showing clustering of (A) cDCs or (D) monocytes. (B and E) Fold change and confidence for differentially expressed genes (19) between 
infected and naive (B) cDCs or (E) monocytes; genes were filtered on expression in >10 cells; genes satisfying q < 0.05 are colored per function. (C and F) Differentially 
expressed genes (q < 0.05) in (C) cDCs and (F) monocytes, between naive and infected mice: Cells and genes are ordered according to PC score and loading, respectively. 
Common genes between heat maps are annotated in (F). (G) Representative FACS histograms and proportions of splenic CD8+ cDCs, CD8− cDCs, and Ly6Chi monocytes 
expressing CXCL9 in naive and infected mice; data show individual mice with line at mean and are representative of two independent experiments (n = 4 mice per time 
point per experiment). (H) PbTII cells were transferred into LysMCre × iDTR mice 1 day before infection. At 3 days after infection, mice were treated with diphtheria toxin 
(DT) or saline. Proportions of TH1 (T-bethi IFN+) and TFH (CXCR5+) PbTII cells at 7 days after infection; data pooled from three independent experiments (n = 5 to 6 per 
experiment). ****P < 0.0001, Mann-Whitney U test; NS, not significant. (I) Summary model proposes that chemokine interactions between nonbifurcated PbTII cells and 
myeloid cells support a TH1 fate, whereas B cells support a TFH fate.
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of scRNA-seq data is not limited to immune cells or single bifurcation 
events. This model can also be combined with existing computational 
workflows, including alternative methods to estimate pseudotemporal 
dynamics (see section 6.2 of Supplementary Computational Methods) 
(19, 36). The GPfates approach permits analysis of cellular differentia-
tion toward two fates (Comp. Supp. Fig. 11) and, in principle, toward 
multiple fates (Comp. Supp. Fig. 12). However, GPfates exhibits some 
limitations. Most notably, the ability to identify and pinpoint bifurcation 
events is linked to changes in the transcriptome that reflect these cellu-
lar decisions. In particular, because scRNA-seq profiles are subject to 
high levels of noise, this means that changes will only be detectable with 
some lag time (Supplementary Computational Methods). The processed 
expression data and the GPfates model presented in this study can be 
accessed at www.plasmoTH.org, where users can visualize their genes 
of interest.

Our data provide the framework for revealing molecular insights 
into the early stages of TH cell differentiation and describe the se-
quence of transcriptional events before and after the bifurcation of 
TH1 and TFH fates. Transcriptomic profiling previously suggested de-
velopmental similarities between TFH and TH1 cells (37). However, 
highly immunogenic viral or bacterial infections induced CD4+ T cells 
to segregate into Bcl6+ (TFH) or Blimp-1+ (TH1) subpopulations with-
in 2 days (38, 39). In our parasitic model, single CD4+ T cell transcrip-
tomes remained remarkably similar until 4 days of infection. Although 
it is difficult to directly compare infection models, we speculate that 
Plasmodium infection in mice may not drive TH bifurcation as early as 
observed with highly immunogenic viruses or bacteria, particularly 
given evidence of immunosuppression (40).

IL-10–producing Tr1 cells can suppress immune responses, which 
could aid the treatment of immune-mediated disorders (41) or be 
detrimental for chronic infections (42). Despite this, their relationship 
to TH1 cells is not clear (43). In our model, Tr1 cells emerged from the 
TH1 trajectory. This observation, coupled with similar transcriptomes 
for TH1 and Tr1 cells, provides evidence that Tr1 cells are highly related 
to, and derive directly from, TH1 cells in this model. Thus, our model-
ing of scRNA-seq data revealed molecular relationships between TH1, 
Tr1, and TFH cells and showed that a single naïve CD4+ T cell can simulta-
neously give rise to more than one cell fate during experimental malaria.

Activated CD4+ T cells may experience different microenviron-
ments within secondary lymphoid tissue. The observation that bifurca-
tion toward TH1 and TFH fates was preceded by up-regulation of 
chemokine receptors prompted us to investigate possible cell-cell inter-
actions with chemokine-expressing myeloid cells. Previous studies 
have highlighted the potential for cDCs in lymph nodes to produce 
TH1-associated chemokines (10). Our study, which focused on the 
spleen, further implicated inflammatory monocytes in TH1 support. 
However, because our transgenic approach for depleting monocytes 
also removed a small portion of splenic red pulp macrophages, we can-
not fully discount the possibility that they may partly contribute to a TH1 
fate. Nevertheless, we propose that splenic monocytes/macrophages 
influence bifurcation by supporting a TH1 fate during Plasmodium 
infection. Our studies emphasize that although cDCs are key for ini-
tiating CD4+ T cell activation in the spleen, other myeloid cells can 
also promote a TH1 fate in the presence of cDCs. In contrast, given 
that CXCR5 was the only chemokine receptor notably associated 
with bifurcation toward a TFH fate, cellular interaction with B cell fol-
licles may be the primary mechanism for supporting a TFH fate. Our 
model proposes that activated, uncommitted CD4+ T cells become 
receptive to competing chemoattractant signals from different zones 

of the spleen, and suggests intercellular communication as a major 
driver of bifurcation. However, upstream of these processes, internal 
stochasticity in uncommitted CD4+ T cells may control the balance of 
chemokine receptor expression. Future experiments combining our 
integrated single-cell genomics and computational modeling with in 
vivo positional and trafficking data may reveal molecular relationships 
between internal stochasticity, migratory behavior, and TH cell fate.

MATERIALS AND METHODS
Study design
The goal of this study was to use scRNA-seq to capture the transcrip-
tomes of individual splenic PbTII cells at various time points during the 
first week of a blood-stage PcAS infection. Multiple mice were used for 
most time points to test for possible batch effects, with an independent 
experimental repeat performed on a different scRNA-seq platform. 
scRNA-seq data were modeled using Gaussian processes, with statisti-
cal testing for significance of both genes and cells associated with the 
Gaussian processes.

Experimental mice and infections
Wild-type and transgenic inbred mouse strains were housed and used 
in blood-stage Plasmodium infections, as described in Supplementary 
Materials and Methods.

Flow cytometry
Splenocytes were isolated and assessed by flow cytometry as described 
in Supplementary Materials and Methods.

Single-cell mRNA sequencing
Single-cell capture and processing, as well as quality control analysis 
of scRNA-seq data, were performed as described in Supplementary 
Materials and Methods.

Statistics
Statistical analyses were conducted using R, Python, or GraphPad 
Prism. The types of statistical tests and significance levels are described 
in respective figure legends.

SUPPLEMENTARY MATERIALS
immunology.sciencemag.org/cgi/content/full/2/9/eaal2192/DC1
Materials and Methods
Fig. S1. Enrichment of PbTII cells for adoptive transfer.
Fig. S2. Sorting strategy for PbTII cells.
Fig. S3. Flow cytometric assessment of TH1/TFH responses during PcAS infection.
Fig. S4. Expression of subset-specific marker genes in PbTII cells.
Fig. S5. Heterogeneity of activated PbTII cells and variability associated with cell size and 
differentiation.
Fig. S6. Heterogeneity of TH1/TFH signature gene expression in activated PbTII cells.
Fig. S7. Heterogeneity of the entire PbTII time series and the contribution of TH1 and TFH 
signature genes to the overall variability.
Fig. S8. The relationship of pseudotime with time points and with the TH1 assignment 
probability.
Fig. S9. Correlation of GPfates trends with TH1 and TFH signature genes.
Fig. S10. Expression of transgenic and endogenous TCRs.
Fig. S11. Expression of endogenous TCRs does not influence PbTII cell TH1/TFH differentiation.
Fig. S12. Robustness of top bifurcating genes across experiments.
Fig. S13. Flow cytometric validation of CXCR6 expression in PbTII cells before and after bifurcation.
Fig. S14. T cell–intrinsic Galectin-1 supports TH1 fate commitment.
Fig. S15. IL-10– and IFN-coproducing Tr1 cells derive from TH1 cells.
Fig. S16. Proliferative burst of activated PbTII cells.
Fig. S17. Kinetics of chemokine receptor expression during PcAS infection according to the 
GPfates model.
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Fig. S18. Coexpression of chemokine receptors at single-cell level during PcAS infection.
Fig. S19. B cells are essential for TFH responses in PbTII cells during PcAS infection.
Fig. S20. Sorting strategy for myeloid cells.
Fig. S21. PCA of cDCs from naïve and infected mice.
Fig. S22. Differential gene expression between single splenic CD8+ and CD8− cDCs.
Fig. S23. Differentially expressed genes between single naïve and day 3 PcAS-infected cDCs.
Fig. S24. PCA of Ly6Chi monocytes from naïve and infected mice.
Fig. S25. Differentially expressed genes between single Ly6Chi monocytes from naïve and day 
3 PcAS-infected mice.
Fig. S26. Expression of immune signaling genes by cDCs and monocytes.
Fig. S27. Myeloid cell depletion in LysMCre × iDTR mice.
Table S1. The expression data from day 7 after infection with functional annotations for genes 
(15, 37, 44–46) (external file).
Table S2. TraCeR detection statistics for the original data set (external file).
Table S3. TraCeR detection statistics for the replicate data set (external file).
Table S4. Annotation of receptors, cytokines, and transcription factors.
Supplementary Computational Methods—The GPfates model (external file)
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A N T I V I R A L  I M M U N I T Y

Type I interferons instigate fetal demise after  
Zika virus infection
Laura J. Yockey,1 Kellie A. Jurado,1 Nitin Arora,2 Alon Millet,1 Tasfia Rakib,1 Kristin M. Milano,3 
Andrew K. Hastings,4 Erol Fikrig,4,5 Yong Kong,6 Tamas L. Horvath,7 Scott Weatherbee,8 
Harvey J. Kliman,3 Carolyn B. Coyne,2,9 Akiko Iwasaki1,5*

Zika virus (ZIKV) infection during pregnancy is associated with adverse fetal outcomes, including microcephaly, 
growth restriction, and fetal demise. Type I interferons (IFNs) are essential for host resistance against ZIKV, and 
IFN-/ receptor (IFNAR)–deficient mice are highly susceptible to ZIKV infection. Severe fetal growth restriction 
with placental damage and fetal resorption is observed after ZIKV infection of type I IFN receptor knockout (Ifnar1−/−) 
dams mated with wild-type sires, resulting in fetuses with functional type I IFN signaling. The role of type I IFNs in 
limiting or mediating ZIKV disease within this congenital infection model remains unknown. In this study, we chal-
lenged Ifnar1−/− dams mated with Ifnar1+/− sires with ZIKV. This breeding scheme enabled us to examine pregnant 
dams that carry a mixture of fetuses that express (Ifnar1+/−) or do not express IFNAR (Ifnar1−/−) within the same 
uterus. Virus replicated to a higher titer in the placenta of Ifnar1−/− than within the Ifnar1+/− concepti. Yet, rather 
unexpectedly, we found that only Ifnar1+/− fetuses were resorbed after ZIKV infection during early pregnancy, 
whereas their Ifnar1−/− littermates continue to develop. Analyses of the fetus and placenta revealed that, after 
ZIKV infection, IFNAR signaling in the conceptus inhibits development of the placental labyrinth, resulting in ab-
normal architecture of the maternal-fetal barrier. Exposure of midgestation human chorionic villous explants to 
type I IFN, but not type III IFNs, altered placental morphology and induced cytoskeletal rearrangements within the 
villous core. Our results implicate type I IFNs as a possible mediator of pregnancy complications, including spon-
taneous abortions and growth restriction, in the context of congenital viral infections.

INTRODUCTION
Zika virus (ZIKV), an emerging mosquito-borne flavivirus, infected 
more than 500,000 individuals in 2015 and 2016 as it spread across 
the Americas and is now present in 62 countries across the world (1, 2). 
Symptoms in healthy individuals are mostly mild, including fever, 
rash, and conjunctivitis, with most infections remaining asymptomatic. 
How ever, the recent outbreak has led to a worldwide concern over 
the ability of the virus to cause birth defects, including microcephaly, in 
infected pregnant women. In addition to microcephaly, ZIKV causes a 
range of other pregnancy complications, including intrauterine growth 
restriction (IUGR), spontaneous abortion, and stillbirth (3). Although 
ZIKV is primarily transmitted through the mosquito Aedes aegypti, 
increasing evidence supports sexual transmission as a route of infec-
tion: ZIKV RNA persists in semen for up to 6 months after infection, 
and there are a number of reports of ZIKV transmission among sexual 
partners in areas where mosquito transmission has not been reported 
(4, 5). However, it is unknown whether the mechanisms of ZIKV- 
induced fetal pathology after mosquito-borne and sexually transmitted 
infection are similar.

The type I interferons (IFNs), including IFN- and multiple sub-
types of IFN-, are key antiviral factors that mount a rapid and potent 

innate defense against viruses (6). Production of type I IFN is initiated 
through recognition of pathogen-associated molecular patterns, gen-
erated during viral infection (7, 8). Type I IFNs bind to their receptor, 
IFNAR (IFN-/ receptor), to induce an antiviral state through tran-
scription of IFN-stimulated genes (ISGs), which restrict viral replica-
tion through a broad range of antiviral mechanisms (6, 9). In addition 
to inducing cell-intrinsic antiviral effects, IFNs have an extensive range 
of biological activities, including activating adaptive immune responses 
(10), blocking cell proliferation, and inducing apoptosis (11). Thus, in 
addition to restricting viral infection, IFNs also have the potential to 
contribute to pathogenesis.

Multiple mouse models of ZIKV infection have demonstrated 
adverse pregnancy outcomes (12–16). Because ZIKV is unable to sup-
press the mouse IFNAR signaling as successfully as it suppresses hu-
man IFNAR signaling (17, 18), many mouse models of ZIKV infection 
require blockade of IFNAR using an antibody, use of Ifnar1-deficient 
mice, or the use of high levels of virus to induce pathology (12, 14, 19). 
Pregnancy studies of ZIKV have used a model in which Ifnar1−/− fe-
males are crossed to wild-type (WT) males, creating Ifnar1+/− fetuses 
with an intact IFN response (13, 14, 20). In these models, fetuses de-
velop severe growth restriction when pregnant dams are infected sub-
cutaneously or intravaginally after embryonic day 7.5 (E7.5). If mice are 
infected earlier, between E4.5 and E6.5, most fetuses are resorbed. 
ZIKV infection in this model induces severe pathology of the placenta 
and abnormal placental architecture (13).

The placenta supports fetal development by facilitating exchange 
of nutrients and gases between the maternal and fetal blood. In ad-
dition, it serves as a barrier by preventing transfer of pathogens from 
the mother to the fetus (3, 21). It is known that inflammation and 
infection can disrupt the function and development of the placenta, 
leading to IUGR, preeclampsia, preterm birth, and fetal demise, as 
demonstrated in humans and animal models (22, 23). Others have 
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also suggested that the immune response to ZIKV at the maternal-fetal 
interface may be responsible for ZIKV-associated birth defects (24). 
In addition, type I IFNs have been shown to mediate preterm birth in 
mouse models (25). On the other hand, IFNs are known to have im-
portant roles in supporting normal pregnancy and protecting the fetus 
from viral infections (26). For example, ISGs are up-regulated during 
implantation in mice and humans (27), and human syncytiotropho-
blasts constitutively express type III IFNs (IFN-s), making them re-
sistant to infection by viruses (28, 29). In addition, type III IFNs play 
a role in restricting ZIKV vertical transmission in mice (20).

In this study, we interrogate the effect of type I IFN signaling on 
fetal development using a mouse model of ZIKV infection. Vaginal or 
subcutaneous ZIKV infection of Ifnar1−/− dams crossed with Ifnar1+/− 
sires enabled us to investigate the role of IFNAR signaling in antiviral 
protection and disease. Paradoxically, our results revealed a detrimen-
tal role of fetal IFNAR signaling in mediating IUGR and fetal resorp-
tion by causing abnormal placental development.

RESULTS
Fetal IFNAR signaling instigates fetal demise despite 
controlling ZIKV replication
In our previous studies, we observed that vaginal infection of mice 
lacking the transcription factors upstream of type I IFN, Irf3−/− Irf7−/− 
dams crossed to Irf3−/− Irf7−/− sires, had higher levels of ZIKV in the 
placenta but had minimal growth restriction compared with fetuses 
from Ifnar−/− dams crossed to WT sires (14). Although the Irf3−/− 
Irf7−/− mice are capable of responding to IFN, we hypothesize that the 
lack of pathology in this model, despite high levels of virus, is due to 
the lack of IFN induction in the first place. Consistent with this, we 
observed that the ISGs were induced in Ifnar+/− fetuses and placenta, 
but they were absent in the Irf3−/− Irf7−/− matings, correlating with the 
level of pathology (fig. S1, A to F). These findings led us to hypothe-
size that IFN signaling, rather than the levels of virus, mediates fetal 
pathology after ZIKV infection.

To directly test the role of type I IFNs in antiviral defense and fetal 
development after ZIKV infection, we crossed Ifnar1−/− females with 
Ifnar1+/− males, producing a mixture of Ifnar1−/− and Ifnar1+/− fetuses 
in the same litter (Fig. 1A). Pregnant dams were infected intravaginally 
with 1.5 × 105 plaque-forming units (PFU) of Cambodian strain of 
ZIKV on either E5.5 or E.8.5, corresponding to the mid and late first 
trimester in humans (30), respectively. Fetuses were harvested on E17.5, 
close to term. We observed resorption of all fetuses of the Ifnar1+/− gen-
otype when dams were infected with ZIKV on E5.5 (Fig. 1, B and C). 
However, all Ifnar1−/− littermates continued to develop after infection 
on E5.5, indicating that a functional copy of Ifnar1 is required to medi-
ate fetal demise after early ZIKV infection of pregnant dams (Fig. 1, B 
and C). When dams were challenged with ZIKV on E8.5, Ifnar1+/− fe-
tuses were not resorbed but showed more severe growth restriction 
compared with their Ifnar1−/− littermates (Fig. 1, B and C). Analysis of 
viral RNA showed that, after E8.5 infection, there was more viral RNA 
detected in the placentas of the Ifnar1−/− littermates compared with 
their Ifnar1+/− littermates on E17.5 [9 days postinfection (dpi)] (Fig. 1D). 
Plaque assays revealed 1000-fold higher levels of infectious virus in the 
Ifnar−/− placentas compared with Ifnar+/− placentas (fig. S2A). After 
infection at E5.5, there were comparable levels of virus in the Ifnar1−/− 
placenta and the resorbed Ifnar1+/− conceptus, and these levels were 
lower than what was observed for the E8.5 Ifnar1−/− placentas on E17.5 
(12 dpi) (Fig. 1D). In the fetus, viral RNA was present but at low levels 

in both genotypes and at both time points of infection (Fig. 1E), and 
infectious virus was below the limit of detection for most fetuses after 
infection at E8.5 (fig. S2B). These results indicated that IFNAR signal-
ing in the conceptus, despite controlling ZIKV replication in the pla-
centa, leads to fetal demise after congenital infection.

To understand how and when development is blocked in the Ifnar1+/− 
conceptus, we harvested fetuses at various days after infection of dams on 
E5.5. Gross examination of the Ifnar1+/− fetuses revealed no overt differ-
ences with Ifnar1−/− fetuses or with uninfected counterparts on E9.5 (Fig. 2, 
A and B). On E10.5, there was a modest reduction in size of the Ifnar1+/− 
fetuses, and in 1 of 6 litters, all Ifnar1+/− fetuses were resorbed (3 of 17), but 
fetuses otherwise appeared grossly normal (Fig. 2, A and B). However, by 
E11.5, the majority of Ifnar1+/− fetuses (7 of 11) were dead, and by E12.5, all 
Ifnar1+/− fetuses were resorbed (Fig. 2, A and B). Thus, IFNAR-dependent 
fetal demise after early ZIKV infection occurs between E10.5 and E12.5.

Placental labyrinth architecture is abnormal in  
IFNAR-competent concepti
Postimplantation death between E5.5 and E12.5 is typically caused by 
defects in the fetal red blood cells (RBCs), vasculature, heart, or the 
placenta (31). Thus, we focused on analysis of the placenta, which de-
velops between E8.5 and E10.5 (32, 33). Global transcriptional analysis 
by RNA sequencing (RNA-seq) of placentas at E10.5 demonstrated 
evidence of active IFNAR signaling in the Ifnar1+/− placenta, with robust 
induction of hundreds of ISGs (fig. S3 and table S2). To determine 
which cells are infected by ZIKV, we stained the E10.5 placenta and 
decidua for ZIKV antigen. The decidua is the maternally derived endo-
metrial lining of the uterus, and the fetus-derived placenta is composed 
of the junctional zone and labyrinth zone, where nutrient exchange 
occurs between the maternal and fetal blood (Fig. 3A) (21, 32). We 
detected rare ZIKV-infected leukocytes (CD45+ cells) in both the Ifnar1+/− 
and Ifnar1−/− decidua but not in the underlying placenta (fig. S4). These 
cells likely represent decidual macrophages or dendritic cells, and this 
is consistent with a report showing ZIKV RNA in leukocytes of ma-
ternal tissue surrounding the placenta in an infected patient (34, 35). 
These results suggest that ZIKV infects maternal cells in the decidua, 
which may be a source of type I IFNs that act on fetal cells of the un-
derlying junctional zone or labyrinth layer to induce robust ISGs.

Next, we performed histological analysis of the developing placen-
ta and decidua to determine the impact of ISG expression. At E9.5, 
the placenta and decidua were grossly normal in all groups: They 
showed normal decidualization, a layer of trophoblast giant cells, and 
a labyrinth with both maternal blood spaces, containing anucleated 
maternal RBCs, and fetal blood spaces, containing nucleated fetal 
RBCs (fig. S5). By E10.5, we observed marked abnormality in the 
labyrinth of the ZIKV-infected Ifnar1+/−, but not Ifnar1−/−, placen-
tas (Fig. 3B). Specifically, the labyrinth appeared to have denser cel-
lularity, with decreased vascular spaces and minimal fetal blood cell 
content (Fig. 3B, arrows). In addition, there were abnormal spheroid 
structures (Fig. 3B, asterisk), likely composed of trophoblasts. The 
decidua and trophoblast giant cells were comparable between all groups. 
Although the labyrinth of the infected Ifnar1−/− placentas looked more 
disorganized with increased cellularity compared with the uninfected 
controls, there were still abundant fetal RBCs within the fetal blood 
space (Fig. 3B). By E11.5, when most ZIKV-infected Ifnar1+/− fetuses 
were resorbed, the labyrinth appeared disorganized with reduced fetal 
blood vessels and abundant spheroid structures, and by E12.5, Ifnar1+/− 
placentas show almost no maternal or fetal blood vessels (fig. S5). In 
contrast, the labyrinths of Ifnar1−/− placentas on E11.5 and E12.5 were 
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indistinguishable from those of the uninfected controls with abundant 
adjacent fetal and maternal blood spaces (fig. S5). These results sug-
gested that type I IFN induced in response to ZIKV interferes with 
development of fetal vasculature in the placenta labyrinth.

To examine this possibility, we stained tissue sections of E10.5 pla-
centas from dams infected on E5.5 with cytokeratin (CK) to label tro-
phoblasts and CD31 to label blood vessels. We observed a network of 

closely associated CD31+ (endothelial cell 
demarcating fetal blood space) and CK- 
positive (trophoblast demarcating maternal 
blood space) structures in both uninfected 
and ZIKV-infected Ifnar1−/− placentas 
(Fig. 3C). In contrast, CD31 staining in 
the ZIKV-infected Ifnar1+/− placentas was 
markedly reduced, wherein the limited 
CD31+ cells were found on the edge of 
the placental structure devoid of luminal 
spaces (Fig. 3C). Immunohistochemistry 
staining of the placentas with anti-CD31 
antibody confirmed the collapsed vascu-
lature and reduced number of the fetal en -
dothelial cells (fig. S6A). Anti–E-      cadherin 
antibody, which stains the trophoblasts, 
revealed that many of the densely packed 
cells in the E10.5 placenta were Ecad+ 
trophoblasts (fig. S6B). These results in-
dicate that defective development of fetal 
vasculature and abnormal trophoblasts 
in the labyrinth immediately precede the 
death of the IFNAR-intact fetus after 
ZIKV infection of pregnant dams.

IFNAR signaling leads to increased 
apoptosis in the placental 
labyrinth, an abnormal  
maternal-fetal barrier, and  
fetal hypoxia
On the basis of the known functions of 
type I IFNs, we hypothesized that IFNAR 
signaling in the fetus inhibits placental 
development through three possible mech-
anisms: inducing immune cell recruitment 
and invasion of the labyrinth, blocking 
cellular proliferation, or inducing cell death 
(10, 11). At E10.5, CD45+ leukocytes were 
restricted to the decidua in all groups and 
did not infiltrate the CK-positive junc-
tional zone or the labyrinth (fig. S6C), 
ruling out inflammatory leukocyte in-
filtration as the mechanism of fetal demise. 
Next, we examined cell proliferation in 
the labyrinth by Ki67 staining. All placen-
tas showed abundant Ki67+ cells at E10.5 
(Fig. 4A), excluding the role of IFNAR 
signaling in blocking cell proliferation as 
the mechanism of fetal demise. To examine 
whether IFNAR signaling is inducing cell 
death, we stained for activated (cleaved) 
caspase-3 (Casp3) as a marker of apoptotic 

cells. There was no Casp3-positive staining in the labyrinth of the unin-
fected placentas or infected Ifnar1−/− placentas at E10.5 (Fig. 4B). In 
contrast, in the infected Ifnar1+/− placenta, we detected Casp3 stain-
ing in the labyrinth in a pattern consistent with the endothelial cells, 
fetal blood cells, or adjacent trophoblasts surrounding the spheroid 
structure (Fig. 4B). These results are consistent with a previous report 
(13) and suggest a role for IFNAR in mediating apoptosis of fetal 

Fig. 1. Fetal IFN signaling leads to severe IUGR and resorption after ZIKV infection. Ifnar1−/− females mated to 
Ifnar1+/− males were infected intravaginally (Ivag) with 1.5 × 105 PFU Cambodian ZIKV on E5.5 or E8.5 and harvested 
on E17.5. (A) Schematic showing mating strategy. Fetal weights were measured (B), and fetuses were visually inspected 
(C). RNA was isolated from the placenta or resorbed conceptus (D) or fetus (E) to determine ZIKV levels. Relative ZIKV 
levels were determined by normalization to Hprt. Individual data points with mean are shown. For fetal weights, ZIKV 
E5.5 (n = 15 Ifnar1−/− and n = 17 Ifnar1+/− from four litters); ZIKV E8.5 (n = 21 Ifnar1−/− and n = 22 Ifnar1+/− from six litters); 
and uninfected (n = 13 Ifnar1−/− and n = 21 Ifnar1+/− from four litters). For ZIKV RNA, ZIKV E5.5 (n = 7 Ifnar1−/− and 
n = 7 Ifnar1+/− from three litters); ZIKV E8.5 (n = 9 to 10 Ifnar1−/− and n = 11 Ifnar1+/− from five litters); and uninfected (n = 11 
from three litters with both genotypes pooled). Data are pooled from at least two independent experiments from 
each infection time point. Scale bars, 1 cm. *P < 0.05 and ** P < 0.01 by Tukey’s multiple comparison test.
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endothelial cells and trophoblasts as 
an underlying mechanism of placental 
dysfunction.

To examine the abnormal placenta 
architecture at a cellular level, we per-
formed electron microscopy to analyze 
the maternal-fetal interface on E10.5. 
In the uninfected placentas and infected 
Ifnar1−/− placentas, the expected trilami-
nar interhemal barrier was seen, with 
anucleated maternal blood (mrbc) and 
nucleated fetal blood (frbc) being sep-
arated by four layers of cells: the sinu-
soidal trophoblast giant cell (stgc) that 
directly contacts the maternal blood, two 
continuous syncytial layers of tropho-
blast that are closely connected (ST-I and 
ST-II), and a layer of endothelial cells 
(ec) that directly contact the fetal blood 
(Fig. 4C) (32, 36). ST-I and ST-II were 
tightly adhered to one another (Fig. 4C, 
arrows). There was no mixing between 
maternal and fetal blood in the unin-
fected placenta. In the infected Ifnar1+/− 
placentas, there were multiple instances 
of mixing between the maternal and 
fetal blood in the labyrinth (Fig. 4C). 
When separated maternal and fetal cir-
culations were found, the barrier be-
tween the two was highly abnormal, with 
no evidence of the normal four-cell layer 
barrier and breakdown between cells 
making the maternal-fetal barrier (Fig. 4C). 
Thus, IFNAR signaling in the placenta 
leads to an abnormal maternal-fetal blood 
barrier with local breakdown.

On the basis of the findings of an ab-
normal vasculature in the placental lab-
yrinth and abnormal maternal-fetal barrier, 
we examined the transcriptional changes 
in the fetus to examine whether lack of 
adequate gas exchange between mother 
and fetus may be contributing to fetal de-
mise. We found that hypoxia response 
genes, including Vegfa, Adm, Bnip3, Glut1, 
and Pfkfb3, were all significantly up- 
regulated in the ZIKV-infected Ifnar1+/− 
fetuses relative to uninfected controls and 
to their infected Ifnar1−/− littermates (Fig. 5, 
A to E) (37, 38). Thus, the death of the 
Ifnar1+/− fetuses after ZIKV infection is 
preceded by hypoxia.

IFNAR signaling mediates fetal 
death after subcutaneous ZIKV 
infection and poly(I:C) treatment
To determine whether IFNAR signaling 
mediates fetal resorption after other routes 
of ZIKV infection and with other strains 

Fig. 2. ZIKV-infected fetuses with intact IFN signaling are resorbed between E10.5 and E12.5. Ifnar1−/− females 
mated to Ifnar1+/− males were infected intravaginally with 1.5 × 105 PFU Cambodian ZIKV at E5.5 and harvested at 
indicated time points. (A) Representative images of three to five litters for infected and two to three litters for unin-
fected are shown per time point. Scale bars, 1 mm. (B) Crown-rump length was measured by tracing distance from 
crown of head to end of tail using ImageJ. Means with individual points are graphed. Data points shown represent 
the following: E9.5 uninfected Ifnar1−/− (n = 7) and Ifnar1+/− (n = 12 from two litters) and infected Ifnar1−/− (n = 9) and 
Ifnar1+/− (n = 10 from three litters); E10.5 uninfected Ifnar1−/− (n = 15) and Ifnar1+/− (n = 5 from three litters) and infected 
Ifnar1−/− (n = 24) and Ifnar1+/− (n = 17 from six litters); E11.5 uninfected Ifnar1−/− (n = 5) and Ifnar1+/− (n = 12 from 
three litters) and infected Ifnar1−/− (n = 12) and Ifnar1+/− (n = 11 from three litters); E12.5 uninfected Ifnar1−/− (n = 11) 
and Ifnar1+/− (n = 11 from three litters) and infected Ifnar1−/− (n = 19) and Ifnar1+/− (n = 19 from five litters). Data are 
pooled from at least two independent experiments from each infection time point. *P < 0.05 and **P < 0.0001 com-
pared with all other groups by Tukey’s multiple comparison test. No significant differences were found between 
other groups.
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of ZIKV, we challenged Ifnar1−/− females crossed with Ifnar1+/− males 
subcutaneously with the Brazilian strain of ZIKV on E6.5 (13). After 
challenging with a high dose (3.4 × 105 PFU) of ZIKV, most Ifnar1+/− 
fetuses were resorbed by E12.5, but Ifnar1−/− fetuses continued to de-
velop (fig. S7, A and B). To analyze fetal development at later time 
points without maternal lethality, we challenged Ifnar1−/− females 

mated with Ifnar1+/− males with a sublethal 
dose of ZIKV (1 × 103 PFU) subcutane-
ously at E6.5 and harvested the fetuses at 
E17.5. Again, similar to the vaginal ZIKV 
infection, all Ifnar1+/− fetuses were re-
sorbed, but Ifnar1−/− fetuses were grossly 
normal (fig. S7, C and D). Thus, IFNAR- 
dependent fetal resorption occurs after 
subcutaneous and intravaginal ZIKV chal-
lenge, with both Brazilian and Cambodian 
ZIKV strains.

To examine whether IFNAR signal-
ing is sufficient to induce fetal resorption 
independent of ZIKV infection, we chal-
lenged mice with polyinosinic/polycytidylic 
acid [poly(I:C)], a double-stranded RNA 
viral mimic capable of eliciting robust type 
I IFN responses (39). After intraperitoneal 
injection of 200 g of poly(I:C) at E7.5, all 
fetuses of WT females mated with WT 
males were resorbed by E9.5, and we could 
not recover any fetal material in five of 
six injected females by E10.5, consistent 
with previous reports (Fig. 6, A and C) 
(40). When we challenged Ifnar1−/− fe-
males crossed with Ifnar1+/− males with 
poly(I:C) on E7.5, the majority of both 
Ifnar1−/− and Ifnar1+/− fetuses continued 
to develop as examined on E10.5 and E12.5 
(Fig. 6, B and C). Thus, maternal IFNAR 
signaling was necessary for mediating 
poly(I:C)-induced fetal resorption.

Type I IFN (but not type III IFN) 
treatment of human midgestation 
villous explants leads  
to deformation
To determine the impact of type I IFNs 
on the human placenta, we treated mid-
gestation (19 to 23 weeks) human cho-
rionic villous explants with a type I IFN, 
recombinant IFN-, or a type III IFN, 
recombinant IFN-3. Isolated villi were 
treated with recombinant IFN within hours 
after their isolation, when their structure 
and morphology remained completely in-
tact, as characterized by a continuous layer 
of CK-positive trophoblasts covering the 
surfaces of the isolated villi [Fig 7, A (left) 
and B (top)]. After ~16 to 20 hours of treat-
ment, the architecture of IFN-–treated 
villi became markedly abnormal, with 
areas of aggregated nuclei formed at the 

distal end of villi treated with IFN- (either 100 or 1000 U) [Fig. 7, 
A (arrows) to C]. In contrast, treatment of the villous explants with 
IFN-3 showed no gross impact (Fig. 7, A and C). The abnormal 
villous structures resembled syncytial knots, which are associated with 
pathological states of pregnancy; sprouts, which represent overpro-
liferation of the syncytiotrophoblast layer; or apoptotic shedding 

Fig. 3. Placenta architecture of Ifnar1+/− fetuses is disrupted at E10.5. Ifnar1−/− females mated to Ifnar1+/− males 
were infected intravaginally with 1.5 × 105 PFU Cambodian ZIKV at E5.5 and harvested at E10.5. (A) Schematic of 
decidua and placenta architecture and cell types. (B) Placentas were fixed in PFA, and paraffin-embedded sections 
were stained by H&E. Whole placenta and decidua (top) or magnified labyrinth (bottom) are shown. Representative 
images of 10 placentas/deciduas per genotype from five litters were analyzed for infected, and four placentas/deciduas 
per genotype per time point from two litters were analyzed for uninfected. Labyrinth, L, and decidua, D, are labeled with 
respective letters. The asterisk indicates abnormal spheroid structure. Arrows indicate fetal RBCs. Scale bars, 100 m 
(top) and 50 m (bottom). (C) PFA-fixed frozen sections from infected littermates were costained for CK (red, tropho-
blasts), CD31 (green, blood vessels), and DAPI (blue). Representative images from at least three placentas per genotype 
from at least two litters are shown. Scale bars, 75 m.

www.SCIENCEIMMUNOLOGY.org     5 January 
2018     Vol 3 Issue 19 aao1680

http://www.scienceimmunology.org


51

R E S E A R C H  A R T I C L E

Yockey et al., Sci. Immunol. 3, eaao1680 (2018)     5 January 2018

S C I E N C E  I M M U N O L O G Y  |  R E S E A R C H  A R T I C L E

6 of 12

(41, 42). In addition to the formation of syncytial knot– or sprout-
like structures, we noted that IFN-–treated villi also exhibited al-
terations in the actin cytoskeleton within the core of the villi as 
characterized by actin filament disassembly, suggesting widespread 
damage to the villi (Fig. 7D, bottom). To examine the global tran-
scriptional changes in response to IFN- and IFN-3 treatment, we 
performed whole-genome RNA-seq on villi treated with IFN- or 
IFN- isolated from three different placental preparations. We found 
that both IFN- and IFN- treatment induced significant transcrip-
tional changes (273 and 101 total genes, respectively; P < 0.05) as illus-
trated by MA plots (Fig. 8A). However, we found that there was little 
overlap between the genes induced by IFN- and IFN- exposure—
whereas IFN- treatment induced the up-regulation of the majority of 
transcripts (260 of 273), IFN- treatment correlated with the down- 
regulation of the majority of transcripts (89 of 101) (Fig. 8B). Consis-

tent with this differential expression pat-
tern, only 12 transcripts were differentially 
expressed by both IFN- and IFN- treat-
ment (Fig. 8C). We found that whereas 
IFN- treatment induced many known 
ISGs, IFN- treatment had little impact on 
ISG expression (Fig. 8, D to F). In addi-
tion, consistent with the significant mor-
phologic alterations of villous architecture 
induced by IFN- treatment, IFN-–treated 
villi exhibited suppression (by ~4-fold, P = 
0.04) in the expression of the  chain of 
human chorionic gonadotropin, which is 
exclusively produced by syncytiotropho-
blasts and is associated with placental func-
tion. Collectively, these data suggest that 
type I IFN is sufficient to induce morpho-
logical alterations and also possibly ad-
versely affect placental function in the 
human developing placental villi.

DISCUSSION
Our findings highlight the detrimental 
impact of type I IFNs on the developing 
placenta and fetus by demonstrating that 
only the fetuses with a functional copy of 
IFNAR are resorbed after ZIKV infection. 
IFNAR signaling in the conceptus leads 
to abnormal placenta labyrinth develop-
ment with apoptosis in the labyrinth, im-
paired fetal endothelial development, and 
disrupted maternal-fetal blood barrier. 
IFNAR signaling was important in con-
trolling viral replication in the placenta. 
Despite this, IFNAR-mediated patholo-
gy outweighed the benefit of IFNAR- 
dependent control of viral replication. 
How exactly IFNAR signaling leads to 
the observed labyrinth pathology is un-
known. The hypoxic state of the IFNAR- 
sufficient fetus, likely resulting from the 
fetal endothelial disruption, suggests an 
impaired delivery of oxygen and possibly 

nutrients being the underlying cause of fetal demise. Our results do 
not rule out a role for the direct action of ZIKV in mediating certain 
aspects of pathology, such as microcephaly, ocular defects, or other 
neurological abnormalities, which we do not address in this study. 
Despite having a less severe phenotype than their Ifnar+/− littermates, 
Ifnar−/− mice did exhibit growth restriction compared with their un-
infected counterparts, consistent with previous reports (43). This growth 
restriction may be due to poor maternal health, but it could also be in-
dicative of IFNAR-independent causes of birth defects, including direct 
pathogenic effects of the virus infection or immune response unrelated 
to type I IFNs. One limitation to our study is that the host-pathogen in-
teractions, including the suppression of host IFNAR signaling by ZIKV 
NS5 protein, are not preserved in mice. Thus, to what extent the mouse 
model recapitulates ZIKV infection and disease in humans is unknown. 
An additional limitation is that the structure and development of the 

Fig. 4. Ifnar1+/− placentas show increased apoptosis and abnormal maternal-fetal blood barrier. Ifnar1−/− 
females mated to Ifnar1+/− males were infected intravaginally with 1.5 × 105 PFU Cambodian ZIKV at E5.5 and harvested 
at E10.5. Paraffin-embedded sections were stained for Ki67 (A, dividing cells) or cleaved Casp3 (B, apoptotic cells) 
with DAB. From (A) and (B), images from labyrinth are shown. Scale bars, 50 m. Representative images from at least 
three placentas/deciduas per condition from at least two litters are shown. (C) Placentas were fixed at least 24 hours 
in formaldehyde with 2.5% glutaraldehyde at 4°C. The labyrinth was dissected and processed for electron microscopy. 
Uninfected Ifnar1+/− labyrinth shows four layers of cells between frbc and mrbc: fetal endothelial cell (ec), two 
syncytiotrophoblast layers (ST-II, ST-I), and the sinusoidal trophoblast giant cell (stgc). Infected Ifnar1−/− placenta is 
similar to the uninfected control. The barrier between maternal and fetal blood of ZIKV-infected Ifnar1+/− placentas 
is highly abnormal with unfused cells (left). ZIKV-infected Ifnar1+/− shows multiple examples of mixing between 
maternal and fetal blood (right). Scale bars, 2 or 10 m as labeled on the image. Multiple sections and planes from 
one placenta per condition were analyzed.
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mouse placenta are significantly different from those of the human pla-
centa, making it difficult to directly compare the pathological changes 
seen in the mouse placenta with those of humans.

To extend our findings to humans, we examined the impact of 
recombinant IFN- on second-trimester villous explants. This ex-
perimental system allowed us to examine the impact of type I IFNs 
in the pre-existing syncytium and in a model that fully retains the 

architecture and multicellular composition of the human placenta. 
IFN- exposure induced morphological changes in the human placen-
ta, which correlated with alterations in syncytial and actin cytoskeletal 
architecture. Altered syncytial morphology resembled syncytial knots, 
a feature commonly associated with placentas of adverse pregnancy 
outcomes, including preeclampsia (42). Although common in full-
term placentas, syncytial knots are rare in normal midgestation preg-
nancies (44). Given the short time scale over which they developed, 
they could also be apoptotic shedding of damaged cells. Our study 
required high levels (1000 U) of IFN- to produce these effects, al-
though we did note the appearance of syncytial knot–like structures 
at lower levels (100 U). It is difficult to assess whether this level of IFN 
may be present locally in congenital infections and what effects IFN- 
may have over a longer period and during earlier stages of develop-
ment, which were not possible to assess in this model. We found that 
treatment of villi with recombinant type III IFN, IFN-3, was not as-
sociated with the altered villous morphology or a strong ISG induc-
tion. These are consistent with previous reports that the syncytium 
constitutively produces IFN-s (28) and may suggest that type III 
IFNs primarily function in an autocrine and paracrine manner to de-
fend the developing fetus against viruses, as has been shown to occur 
in mice (20). Our data also showed that type I IFN, but not type III 

Fig. 5. ZIKV-infected Ifnar1+/− fetuses show up-regulated hypoxia response 
genes just before demise. Ifnar1−/− females mated to Ifnar1+/− males were infected 
intravaginally with 1.5 × 105 PFU Cambodian ZIKV at E5.5 and harvested at E10.5. 
RNA was extracted from fetuses, and expression of previously reported hypoxia- 
response genes Vegfa (A), Adm (B), Bnip3 (C), Pfkfb3 (D), and Glut1 (E) analyzed by 
reverse transcription qPCR. Data represent n = 9 fetuses per genotype from three 
litters from ZIKV-infected litters and n = 3 Ifnar1−/− and n = 5 Ifnar1+/− fetuses from 
two uninfected litters. Data are pooled from at least two independent experiments 
per group. *P < 0.05, **P < 0.01, and ***P < 0.0001 by Tukey’s multiple comparison 
test. Data were normalized to Hprt and represented as fold change over Ifnar−/− 
uninfected placentas.

Fig. 6. Poly(I:C) injection of pregnant dams leads to fetal resorption in a 
maternal-IFNAR–dependent fashion. WT females mated to WT males (A) or 
Ifnar1−/− females mated to Ifnar1+/− males (B) were injected with 200-g HMW 
poly(I:C) (PIC) at E7.5. Representative images from mice harvested between E9.5 
and E12.5 are shown. Scale bars, 1 mm. (C) Crown-rump length was measured using 
ImageJ. Mean with SD and individual data points are shown. Data points represent 
the following: WTxWT litters untreated E9.5 (n = 17 from two litters), PIC E9.5 (n = 33 
from four litters), untreated E10.5 (n = 13 from two litters), and PIC E10.5 (n = 8 from 
one litter); additional five injected litters showed no fetal remnants at time of har-
vest at E10.5. For Ifnar1−/−xIfnar1+/− litters, untreated E10.5 (n = 15 Ifnar1−/− and n = 5 
Ifnar1+/− from three litters), PIC E10.5 (n = 5 Ifnar1−/− and n = 11 Ifnar1+/− from two 
litters), untreated E12.5 (n = 11 Ifnar1−/− and n = 11 Ifnar1+/− from three litters), and 
PIC E12.5 (n = 13 Ifnar1−/− and n = 7 Ifnar1+/− from two litters). Uninfected measure-
ments for Ifnar1−/−xIfnar1+/− litters are the same as those shown in Fig. 2B.
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IFN, treatment led to robust ISG induction in the villous explants. 
The mechanistic basis for this differential signaling remains unknown 
but may reflect the constitutive expression of type III IFN already se-
creted by the syncytium during midgestation, which may affect recep-

tor binding by the recombinant protein 
or perhaps reflect some level of receptor 
desensitization (29). Alternatively, it could 
also reflect the more restricted tissue ex-
pression of IFN- receptor, which is limited 
to the epithelium (45). However, midges-
tation explants express high basal levels 
of many ISGs, suggesting that the tissue 
is likely responsive to type III IFNs (29). 
Consistent with this, even in the placentas 
of mice that lack IFNAR and harbor high 
levels of virus in the placenta, the virus 
was mostly restricted from the fetus, indi-
cating that other structures and pathways 
are capable of restricting ZIKV from the 
fetus.

How might type I IFNs trigger fetal 
death? We did not observe any differences 
in leukocyte infiltration into the placenta 
or block in proliferation of cells in the 
placenta. However, we did observe apop-
tosis of cells in the labyrinth, which likely 
represented endothelial cells or adjacent 
troph oblasts. Consistent with this, human 
explants treated with IFN- exhibited sig-
nificant alterations in actin cytoskeletal 
structure, consistent with cellular dam-
age. These results are consistent with a 
previous report showing similar placen-
ta damage after ZIKV infection (13). In 
addition to these possibilities, type I IFN 
is also known to inhibit angiogenesis and 
blood vessel development (46) and is con-
sistent with the abnormal and reduced fetal 
blood vessels we observed in the labyrinth. 
Another possibility is that IFN may impair 
trophoblast fusion or differentiation. A 
previous re port showed that IFN- sup-
presses syncitin-1 expression (47). Consistent 
with this hypothesis, the placental histology 
and timing of death of the Ifnar1+/− fetuses 
resemble those of mice lacking syncitin-A, 
which have a defect in trophoblast fusion 
(36). We speculate that type I IFNs may 
serve as a quality control system to eliminate 
the developing embryo if coincident viral 
infection is detected and the levels of circu-
lating IFNs reach a certain threshold. Many 
mammals carry their fetus for a prolonged 
period, to upward of ~650 days in elephants. 
This costly investment by the mothers may 
justify high levels of scrutiny of the health of 
the fetus at every level but particularly early 
in pregnancy when the embryo is vulnera-
ble to various stressors (48, 49). Type I IFNs 

may report on the viral infection status of the mother or the fetus within 
the local milieu, sending abortive signals to terminate pregnancy.

The effects of IFN on the developing placenta likely have implica-
tions for pregnancy complications beyond ZIKV, and it could be a 

Fig. 7. IFN treatment of human midgestation villous explants induces syncytial knot formation. (A) Human 
midgestation (19 to 23 weeks) chorionic villi were isolated, placed in culture, and treated with 100 or 1000 U of re-
combinant human IFN- or 1000 U of IFN-3 for ~16 to 20 hours. Villous explants were harvested, fixed in PFA, and 
stained for CK19 (green, trophoblasts) and actin (red). DAPI-stained nuclei are shown in blue and differential interfer-
ence contrast (DIC) (bottom). Scale bars, 100 m. Images are representative of villi isolated from four donors. Arrow 
indicates syncytial knot. (B) Three-dimensional image reconstruction of mock- or IFN- (1000 U)–treated explants 
stained for CK19 (green) and actin (red). DAPI-stained nuclei are shown in blue. Scale bars, 20 m. (C) Quantification 
of syncytial knot size using Imaris in villi treated with 10, 100, or 1000 U of IFN- or 1000 U of IFN-3 for ~24 hours. 
Each symbol represents an individual villous from a total of three donors, and the black line represents the mean. ***P < 
0.001 by Dunnett’s multiple comparison test to mock. ns, not significant. (D) Confocal micrographs of mock- or IFN- 
(1000 U)–treated villi stained for actin (red, right). DIC is shown on the left. White box denotes zoomed area shown at 
the bottom left (mock) or right (IFN-). Scale bars, 20 m.
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mechanism for adverse pregnancy outcomes, such as IUGR or early 
spontaneous abortions, which often occur without a known under-
lying etiology. Consistent with type I IFN being an underlying cause 
of pregnancy complications, many congenital or “TORCH” (Toxo-
plasmosis, Other, Rubella, Cytomegalovirus, and Herpes) infections 
have a common presentation of microcephaly, cerebral calcifications, 
and IUGR (3). Beyond viral infections, our study may be relevant to 
diseases in which type I IFNs are overproduced, collectively known 
as interferonopathies (50). Interferonopathies may be induced by 
monogenic mutations, such as those found in Aicardi-Goutières syn-
drome, or polygenic diseases, including systemic lupus erythemato-
sus (SLE). Fetuses with Aicardi-Goutières syndrome can present 
with developmental defects similar to classic TORCH infection with 
fetal growth restriction, microcephaly, and intracerebral calcifica-
tions (50). SLE is associated with pregnancy complications, includ-
ing fetal death in utero, preeclampsia, and preterm birth; and ele-
vated serum IFN is one of the key factors that closely correlate with 
poor pregnancy outcomes (51). Our study implicates type I IFNs as a 
possible common culprit for virus-associated pregnancy compli-
cations and suggests blockade of type I IFNs as a possible intervention 
to prevent pregnancy complications in the settings of nonviral inter-
feronopathies.

MATERIALS AND METHODS
Study design
To test the effect that fetal IFNAR signaling has on development after 
ZIKV infection, Ifnar1−/− females were crossed to Ifnar1+/− males to al-
low for direct comparison between littermates of different genotypes. 
Fetuses and placentas were harvested at various time points after infec-
tion and appearance, histology, and transcriptional changes were ana-
lyzed. To test how human placentas were affected by IFN signaling, 
midgestation chorionic villous explants were treated with IFN- or 
IFN-, and villi were analyzed by immunofluorescent imaging or tran-
scriptional changes were analyzed. For mouse studies, analysis was per-
formed on litters containing both genotypes, and genotyping of litters 
was performed after initial analysis of fetal weight and appearance. No 
other formal randomization or blinding method was used. Subjects 
were assigned a litter and fetus number to allow unbiased selection for 
sample processing (RNA and imaging). A minimum of three infected 
litters were analyzed per time point. Exact n is indicated in figure leg-
ends. No formal statistical tool was used to determine power.

Mice
Ifnar1−/−, Ifnar1+/−, C57BL/6, and Irf3−/−Irf7−/− mice were bred and 
maintained at Yale University. All pregnant dams were between 9 and 

Fig. 8. ISGs are induced in IFN-–
treated villous explants. Human 
midgestation (19 to 23 weeks) cho-
rionic villi were isolated, placed in 
culture, and treated with 1000 U of 
recombinant human IFN- or 1000 U 
of IFN-3 for ~24 hours, and RNA was 
extracted. (A) MA plots generated in R 
after DeSeq2 analysis demonstrating 
the differential expression between 
IFN-–treated (left) or IFN-–treated 
(middle) villi relative to mock-treated 
controls and between IFN-− and IFN-
– treated villi (right). Data are plotted 
as log2 fold changes (y axis) and mean 
expression (x axis). Red symbols de-
note transcripts whose expression 
was differentially expressed at P < 
0.05. (B) Graph demonstrating the 
number of transcripts up-regulated 
(in green) or down-regulated (in red) 
after IFN- or IFN- treatment of villi. 
(C) Venn diagram denoting the over-
lap of transcripts (12 in total) be-
tween villi treated with IFN- and 
those treated with IFN-. (D) Heat 
map (based on log reads per kilobase 
of transcript per million mapped reads 
values) of known ISGs from mock-, 
IFN-–, or IFN-–treated villi. (E and F) 
Volcano plots of villi treated with IFN- 
(E) or IFN- (F) denoting specific ISGs 
differentially expressed by treatment. 
Red circles denote ISGs and purple 
circles denote non-ISG transcripts. For 
RNA-seq experiments, data represent 
villi isolated from three independent 
placental preparations.
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20 weeks of age. Littermates were randomly assigned to infected or 
uninfected groups. Ifnar1+/− male breeders are the F1 generation from 
cross between C57BL/6 (B6) and Ifnar1−/− parents. Matings were timed 
by checking for the presence of a vaginal plug, indicating gestational 
age E0.5. About 11% of infected concepti were analyzed between E9.5 
and E12.5 and 17% of uninfected concepti developed into abnormal 
spheroid shapes (distinct from infection-induced resorbed fetuses), 
without the presence of a fetus or yolk sac. These were excluded from 
analysis because of inability to obtain adequate fetus-derived tissue for 
genotyping analysis and because it was present in equal frequencies for 
infected and uninfected groups. All animal procedures were performed 
in compliance with Yale Institutional Animal Care and Use Committee 
protocols.

Midgestation chorionic villous explants
Human fetal placental tissue from 19 to 23 weeks’ gestation that 
resulted from elective terminations was obtained from the Univer-
sity of Pittsburgh Health Sciences Tissue Bank through an honest 
broker system after approval from the University of Pittsburgh In-
stitutional Review Board and in accordance with the University of 
Pittsburgh anatomical tissue procurement guidelines. Chorionic villi 
(about 1 cm × 1 cm in size) were dissected and cultured in Dulbecco’s 
modified Eagle’s medium (DMEM)/F12 (1:1) supplemented with 10% 
fetal bovine serum (FBS), penicillin/streptomycin, and amphotericin 
B. Immediately after isolation, isolated villi were treated with the indi-
cated dose of recombinant IFN- or IFN- for 24 hours, and then tis-
sue was fixed and processed for imaging. For imaging studies, villi 
were fixed in 4% paraformaldehyde (PFA) followed by permeabiliza-
tion in 0.25% Triton X-100 for 30 min at room temperature with gentle 
agitation, washed in phosphate-buffered saline (PBS), incubated with 
primary antibody, washed again in PBS, and then incubated with Alexa 
Fluor–conjugated secondary antibodies. Alexa Fluor–conjugated phal-
loidin was purchased from Invitrogen (A12379 or A12381). Rabbit 
anti-CK19 (ab52625) was purchased from Abcam. After staining, villi 
were mounted with VECTASHIELD (Vector Laboratories) contain-
ing 4′,6-diamidino-2-phenylindole (DAPI), and images were cap-
tured using an Olympus FV1000 confocal or Zeiss LSM 710 confocal 
microscope. Images were adjusted for brightness/contrast using Adobe 
Photoshop (Adobe), and syncytial knot size was calculated using Imaris.

Viruses and in vivo infections
ZIKV Cambodian FSS13025 stain, obtained from the World Reference 
Center for Emerging Viruses and Arboviruses at University of Texas 
Medical Branch, Galveston, was used for intravaginal infection studies. 
Stocks were propagated in Vero cells and titrated by plaque assay as 
previously described (14). ZIKV Brazilian PE243, used for subcuta-
neous infections, was recovered from a 19-year-old female in Brazil 
from 2015 (52). Vero cells were obtained from the American Type 
Culture Collection. Cell lines were verified by morphology and were 
tested for mycoplasma contamination every 1 to 2 years.

Intravaginal infection was performed as previously described: At 
E5.5 or E8.5, a calginate swab (Fischer Scientific) was used to remove 
mucus from the vaginal lumen, and 1.5 × 105 PFU of ZIKV was 
inoculated into the vagina using a pipette (14). Subcutaneous infec-
tion was performed by injecting 100 l of virus stock diluted in PBS 
(3.4 × 105 or 1 × 103 PFU) into the footpad. Pregnant mice were eu-
thanized, tissues were harvested at indicated time points, and fetuses 
and placentas were either collected in TRIzol (for RNA extraction), 
fixed in 4% PFA (for imaging), or collected in DMEM with 10% FBS 

and penicillin/streptomycin (for plaque assay). Fixed fetuses were 
imaged using a Zeiss Discovery V8 stereomicroscope (Zeiss). Yolk sac 
for E9.5 to E12.5 or tail for E17.5 fetuses was collected for each fetus 
and genotyped using the following primers: ATTATTAAAAGAA-
AAGACGAGGCGAAGTGG (forward) and AAGATGTGCTGTTC-
CCTTCCTCTGCTCTGA (reverse), with a 150–base pair product, 
indicating the presence of a WT copy of IFNAR.

Poly(I:C) challenge
Two hundred micrograms of HMW VacciGrade Poly(I:C) (InvivoGen) 
was injected intraperitoneally into pregnant mice at E7.5. Mice were 
then harvested between E9.5 and E12.5 to examine fetuses.

Quantification of ZIKV genome, ISGs, and hypoxia response 
genes by qRT-PCR
Tissues were extracted using TRIzol (Thermo Fischer Scientific) and 
purified using an RNeasy Mini Kit (Qiagen). iScript cDNA synthesis 
kit (Bio-Rad) was used to synthesize cDNA. Quantitative polymerase 
chain reaction (qPCR), which was performed using SYBR green (Bio-
Rad), was used to quantify ZIKV levels, ISGs, and hypoxia response 
genes and ran on a CFX Connect instrument (Bio-Rad). Primer se-
quences are provided in table S1. Virus and ISGs were normalized to 
Hprt (14).

Histology, immunofluorescence, and immunohistochemistry 
staining of mouse placentas
Placentas were fixed in 4% PFA overnight at 4°C. For immunohisto-
chemical (IHC) and hematoxylin and eosin (H&E) staining, tissues 
were embedded in paraffin blocks and sectioned by the Yale Pathology 
Tissue Services. H&E was performed by the Yale Pathology Tissue Ser-
vices. For IHC, paraffin sections were heated for 30 min at 55° to 60°C. 
Antigen retrieval was performed by boiling in sodium citrate (J.T. Baker) 
(pH 6.0) for 60 min. Blocking was performed using PBS (AmericanBio), 
1% bovine serum albumin (BSA) (Sigma-Aldrich), and 0.5% Tween 
20 (Sigma-Aldrich) adjusted to pH 7.4. Slides were stained for CD31 
(goat, 1:1000, R&D AF3628), Casp3 (rabbit, 1:1000, Cell Signaling 
Tech 9664T), Ecad (1:500, Thermo Fischer Scientific 13-1900), and 
Ki67 (rabbit 1:1000, Cell Signaling Tech 12202T) at 4°C overnight. 
Slides were blocked with Bloxall (Vector Laboratories) and stained with 
rat (for Ecad), rabbit (for Casp3, Ki67), or goat (for CD31) ImmPRESS 
antibodies (Vector Laboratories) and 3,3′-diaminobenzidine (DAB) 
(Vector Laboratories) per the manufacturer’s instructions. For im-
munofluorescence staining, slides were embedded in optimal cutting 
temperature media (Tissue Tek). Five- to seven-micrometer frozen 
sections were cut using a cryostat, and sections were allowed to dry at 
room temperature. Sections were blocked with 2% normal Donkey 
serum (Jackson ImmunoResearch) in PBS with Tween 20 and 1% BSA 
(Sigma-Aldrich) and stained with ZIKV-immune rat serum (53), CD45 
(R&D Systems AF114), CK (Dako Z0622), or CD31 (R&D Systems 
AF3628) overnight at room temperature. Sections were then stained 
with A488 anti-rat secondary (Thermo Fischer), A647 anti-rabbit 
(Thermo Fischer), Cy3 anti-rabbit (Jackson ImmunoResearch), A488 
anti-goat (Thermo Fischer), or NL557 anti-goat (R&D Systems). Sam-
ples were stained with DAPI and mounted with ProLong Diamond 
Antifade Mountant (Molecular Probes). H&E and IHC images were 
captured using light microscopy (BX51; Olympus), and immunofluo-
rescence images were captured using fluorescence microscopy (BX51; 
Olympus) or confocal microscopy (TCS SP2; Leica). Images were 
merged and brightness and contrast were adjusted using ImageJ.
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Transmission electron microscopy of mouse placentas
Placentas were fixed in formaldehyde/glutaraldehyde 2.5% in phos-
phate buffer for at least 24 hours. Samples were washed and second-
arily fixed in osmium tetroxide; negative staining was performed with 
uranyl acetate, treated in ascending alcohols, and finally embedded 
in Durcupan ACM (EMS 14040). Ultrathin sections (70 nM) were cut 
on a Leica ultramicrotome, collected on Formvar-coated grids, and an-
alyzed on a Tecnai 12 FEI electron microscope.

RNA-seq and qRT-PCR analysis of midgestation chorionic 
villous explants
RNA was isolated from the villous explants using GenElute RNA total 
RNA miniprep kit (Sigma-Aldrich) and treated with deoxyribonucle-
ase (Sigma-Aldrich). For RNA-seq, as previously described (28, 54), 
libraries were prepared using New England Biolabs Ultra Library 
Preparation kit. An Illumina HiSeq2500 was used for sequencing, and 
CLC Genomics Workbench 9.0 (Qiagen) was used to process, normal-
ize, and map sequence data to the human reference genome (hg19). 
DESeq2 in R (55) or CLC Genomics Workbench 9 was used to identify 
differentially expressed genes and to generate MA plots.

Statistical analysis
In all analyses except for RNA-seq, data analysis was performed using 
Microsoft Excel and GraphPad Prism. Exact statistical test and value 
of n are detailed in the figure legends. A Tukey’s multiple comparison 
test or Dunnett’s multiple comparison test was used to determine sig-
nificance when determining significance between multiple groups (>3). 
A paired Student’s t test was used when comparing only two groups. 
t tests assumed a normal distribution for all samples and t tests as-
sume an unequal standard deviation and variance between groups.

SUPPLEMENTARY MATERIALS
immunology.sciencemag.org/cgi/content/full/3/19/eaao1680/DC1
Methods
Fig. S1. ISG expression is elevated in Ifnar1+/− placentas and fetuses but not in Irf3−/−Irf7−/− after 
ZIKV infection.
Fig. S2. Ifnar1−/− placentas harbor more infectious ZIKV compared with Ifnar1+/− littermates.
Fig. S3. Global gene expression analysis reveals elevated ISG levels in infected Ifnar1+/− 
placentas.
Fig. S4. ZIKV infection of the maternal-fetal interface is restricted to the decidua.
Fig. S5. Placental architecture of Ifnar1+/− fetuses is normal at E9.5 but disrupted at E11.5 and 
E12.5.
Fig. S6. Labyrinth of Ifnar1+/− placenta exhibits decreased fetal endothelial cells.
Fig. S7. Ifnar1+/− but not Ifnar1−/− fetuses are resorbed after subcutaneous infection with 
Brazilian ZIKV.
Table S1. Primers for mouse qPCR
Table S2. Top differentially regulated genes and pathways in ZIKV-infected Ifnar1+/− versus 
Ifnar1−/− placentas.
Table S3. Individual values included in all graphs
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Resveratrol stimulates the metabolic reprogramming of
human CD4+ T cells to enhance effector function
Marco Craveiro,1,2* Gaspard Cretenet,1* Cédric Mongellaz,1 Maria I. Matias,1 Olivier Caron,3,4

Maria C. Pedroso de Lima,2 Valérie S. Zimmermann,1 Eric Solary,3,4 Valérie Dardalhon,1

Vjekoslav Dulić,1† Naomi Taylor1†

The polyphenol resveratrol activates the deacetylase Sirt1, resulting in various antioxidant, chemoprotectant,
neuroprotective, cardioprotective, and anti-inflammatory properties. We found that at high concentrations of
resveratrol, human CD4+ T cells showed defective antigen receptor signaling and arrest at the G1 stage of the
cell cycle, whereas at low concentrations, cells were readily activated and exhibited enhanced Sirt1 deacetylase
activity. Nevertheless, low-dose resveratrol rapidly stimulated genotoxic stress in the T cells, which resulted in
engagement of a DNA damage response pathway that depended on the kinase ATR [ataxia telangiectasia–mutated
(ATM) and Rad3-related], but not ATM, and subsequently in premitotic cell cycle arrest. The concomitant activation
of p53 was coupled to the expression of gene products that regulate cell metabolism, leading to a metabolic
reprogramming that was characterized by decreased glycolysis, increased glutamine consumption, and a shift
to oxidative phosphorylation. These alterations in the bioenergetic homeostasis of CD4+ T cells resulted in
enhanced effector function, with both naïve and memory CD4+ T cells secreting increased amounts of the in-
flammatory cytokine interferon-g. Thus, our data highlight the wide range of metabolic adaptations that CD4+

T lymphocytes undergo in response to genomic stress.

INTRODUCTION
Resveratrol (3,5,4′-trihydroxy-trans-stilbene) is a natural polyphenolic
compound that is produced by plants in response to environmental
stress, providing them with protection from microbial infections (1–4).
Resveratrol appears to mimic the effects of caloric restriction, increasing
life span in lower organisms (5). Furthermore, this pharmacological
agent has elicited much interest because of its potential to modulate a
diverse array of pathological conditions, and it is associated with anti-
cancer, antiaging, and anti-inflammatory properties (6–10). On the basis
of the promising data emerging from ex vivo studies and preclinical
animal models, resveratrol has been tested in more than 30 clinical trials
involving more than 1000 individuals. Nevertheless, the specific pathol-
ogies inwhich resveratrol has substantial clinical benefits are not yet clear
(11–16).

The pharmacological properties of resveratrol have been attributed,
at least in part, to its activation of the nicotinamide adenine dinucleotide
(NAD+)–dependent silent information regulator 2 (Sir2) deacetylase
(17) both in vitro (18, 19) and in vivo (20). Overexpression of the
mammalian Sir2 homolog sirtuin-1 (Sirt1) in mice extends their life
span (21, 22) and protects them from a diverse array of diseases (23–28).
Conversely, knocking out Sirt1 is associated with autoimmunity (29–32).
However, the effects of Sirt1 are likely to be complex. Although Sirt1
attenuates murine T cell signaling and effector function (29, 30, 33–35),
it also promotes the differentiation of naïve CD4+ T cells into T helper
17 (TH17) effector cells in mice (36). Furthermore, physiological mod-
ifications of Sirt1 function in human T cell subsets have thus far not
been evaluated.

T cell activity is of great importance in a wide range of patho-
physiological conditions for which resveratrol activity is being clinically
evaluated. Hence, elucidating the potential on-target and off-target
effects of resveratrol on T lymphocytes is critical. T cells present a
complex target because their cellular metabolism is altered after activa-
tion by a cognate antigen. The capacity of T lymphocytes to respond to
stimulation by antigen depends on an extensive proliferative response, a
process that requires new energetic and biosynthetic components that
are supplied, at least in part, through a metabolic shift from oxidative
phosphorylation (OXPHOS) toward glycolytic and glutaminolytic
pathways (37–39). This shift from OXPHOS contrasts with the activity
of resveratrol, a compound that generally increases mitochondrial
activity and associated OXPHOS (40–42). However, note that resvera-
trol leads to a wide range of effects, including decreased, stabilized, and
enhanced T cell effector functions (43–46).

Disparate effects of resveratrol on genomic stability have also been
reported. In some studies, resveratrol contributes to genomic stability
and reduces tumorigenesis by reducing the amount of reactive oxygen
species (ROS), which leads to oxidative damage (47–51). However, in
other studies, resveratrol mediates DNA damage, facilitating antitumor
treatments (47, 52–59). One possible reason for these discrepancies
could be that resveratrol has distinct effects on quiescent cells versus
proliferating cells. In this regard, T lymphocytes present a challenging
target. Although they are generally quiescent, exposure to foreign anti-
gen rapidly stimulates cell cycle entry and cellular proliferation. A
coordinated response to genotoxic stress is regulated by the kinases
ATM (ataxia telangiectasia–mutated) and ATR (ATM and Rad3-
related) (60, 61). Of interest are reports that resveratrol activates
one or both of these kinases in different cellular contexts (53–55). Here,
we report that resveratrol rapidly stimulates the ATR-dependent
damage pathway in antigen-stimulated human CD4+ T cells, with
activation of the tumor suppressor p53. This genotoxic stress re-
sponse links a metabolic reprogramming to an enhanced CD4 T cell
effector function characterized by increased production of the cytokine
interferon-g (IFN-g).

1IGMM, CNRS, Université de Montpellier, Montpellier, France. 2CNC–Centre for Neu-
roscience and Cell Biology, University of Coimbra, Coimbra, Portugal. 3INSERMU1170,
Gustave Roussy Cancer Center, Villejuif, France. 4Faculty ofMedicine, Université Paris-
Sud, Le Kremlin-Bicêtre, France.
*These authors contributed equally to this work.
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RESULTS
Low-dose resveratrol increases the activity of the
NAD+-dependent deacetylase Sirt1 in primary human
CD4+ T cells
To gain insight into the role of resveratrol in modulating Sirt1 function
in humanCD4+ T lymphocytes, we first examined its expression profile
in response to T cell receptor (TCR) stimulation. We found that TCR
engagement resulted in a substantial increase in Sirt1 abundance, with
augmented nuclear localization and aggregation (Fig. 1A). Low-dose
resveratrol (20 mM) further increased the mean fluorescence inten-
sity (MFI) of Sirt1 staining by about twofold (Fig. 1A and fig. S1A).
However, high-dose resveratrol (100 mM) attenuated the TCR-
mediated increase in Sirt1 abundance, and these CD4+ lymphocytes
did not undergo blast formation (Fig. 1A and fig. S2A). This differed
markedly from treatment with low-dose resveratrol, which augmented
blast size (fig. S2A). Separating subsets of TCR-stimulated CD4+ T cells
based on their forward scatter (FSC) and side scatter (SSC) profiles

demonstrated that Sirt1 abundance paralleled increases in cell size
and granularity (Fig. 1B). As expected from these data, low-dose
resveratrol substantially increased Sirt1 activity in TCR-stimulated
lymphocytes, as monitored by the generation of O-acetyl–adenosine
diphosphate–ribose (OAADPr), a reaction product of the Sirt-catalyzed,
NAD+-dependent deacetylation of target proteins (Fig. 1C). Thus, TCR
stimulation combined with low-dose, but not high-dose, resveratrol
augments Sirt1 activity in human T lymphocytes.

Low- and high-dose resveratrol stimulate distinct types
of G1 and premitotic cell cycle arrest in TCR-stimulated
CD4+ T cells
In light of our findings that high-dose resveratrol inhibited TCR-
mediated increases in T cell size and granularity, it was of interest to
determine how different doses of resveratrol affected T cell proliferation
and cell cycle progression. Although cell viability was not affected by
resveratrol (fig. S2A), high-dose resveratrol inhibited the entry of

T lymphocytes into theG1 phase of the cell
cycle, as assessed by the detection of re-
duced amounts of total RNA (Fig. 2A
and fig. S1B). On the other hand, T cells
exposed to low-dose resveratrol exhibited
a cell cycle entry and progression that
was equivalent to that observed in control
TCR-stimulated cells, with about 40% of
cells having entered into S phase by day 3
of stimulation (Fig. 2A and fig. S1B).
However, note that low-dose resveratrol
almost completely abrogated TCR-
mediated cellular proliferation (Fig. 2B
and fig. S1C), an effect that was not ame-
liorated by the addition of exogenous
interleukin-2 (IL-2) nor by extended
time in culture (fig. S2, B and C).

Cell cycle entry and progression are
tightly controlled processes involving
the action of cyclin-dependent kinases
(Cdks) and cyclins (Fig. 2C). To under-
stand the molecular bases underlying the
cell cycle arrest caused by different doses
of resveratrol, we investigated the regula-
tion of components of the cell cycle ma-
chinery. Cyclins D2, E1 and A2, and B1,
as well as their cognate kinases, Cdk4/
Cdk6, Cdk2, and Cdk1, respectively, were
increased in abundance upon T cell activa-
tion. Although this increased abundance
was not altered by low-dose resveratrol,
it was significantly attenuated by high-
dose resveratrol under conditions inwhich
high amounts of the Cdk inhibitor p27Kip1

were maintained (P < 0.05 at day 1 and P <
0.005 at day 3; Fig. 2,D andE, and fig. S1D).
However, by day 3 of activation, high-dose
resveratrol-treated cells showed increased
cyclin D2 and cyclin E1, but these cells
did not progress into S phase (Fig. 2A).
Cdk2, cyclin A2, and Cdk1 were not de-
tectable, and phosphorylation of the

Fig. 1. Resveratrol modulates the TCR-stimulated activity of the NAD+-dependent deacetylase Sirt1 and
blast formation in human CD4+ T cells. (A) Left: The presence of Sirt1 in freshly isolated quiescent human
CD4+ T cells was assessed by staining with a Sirt1 polyclonal antibody (green) and the nuclear stain 4′,6-diamidino-
2-phenylindole (DAPI) (blue). The presence and localization of Sirt1 were also assessed after 1 (D1) or 3 (D3) days under
nonstimulating conditions (NS) or after TCR stimulation (TCR) in the absence or presence of 20 or 100 mM resveratrol
(RVT). Images are representative of 50 cells in three independent experiments. Right: Sirt1 was also monitored by flow
cytometric analysis of quiescent human CD4+ T cells and cells that were stimulated for 3 days through the TCR in the
absence or presence of 20 or 100 mM resveratrol. Data are representative of four independent experiments. (B) Left:
Sirt1 abundance in CD4+ T cells treated with 20 mM resveratrol was monitored by flow cytometry as a function of
both FSC and SSC. The four numbered populations of cells were distinguished on the basis of their FSC-SSC char-
acteristics (dot plot), and Sirt1 abundance in the indicated populations was further analyzed. Right: Histograms are
representative of 10 independent experiments. Bottom: Sirt1 abundance and localization in cells from the indicated
populations were also analyzed by immunofluorescence staining. Images are representative of three experiments.
(C) Sirt1 deacetylase activity was monitored as a function of the generation of OAADPr generation, a reaction
product of Sirt1-catalyzed NAD+-dependent protein deacetylation. CD4+ T cells were untreated or were stimulated
through the TCR in the absence or presence of 20 or 100 mM resveratrol for 3 days before the amount of OAADPr in
each sample was determined. Data are means ± SEM of six independent experiments. *P < 0.05, **P < 0.01, and
***P < 0.0001 by one-way analysis of variance (ANOVA) and Tukey’s post hoc test.
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pocket proteins pRb (retinoblastoma protein) and p130, hallmarks
of S-phase progression, was also not observed (Fig. 2, D and E, and
fig. S1E). Furthermore, the Cdks regulating the G1-S phase progres-
sion (Cdk4, Cdk6, Cdk2, and Cdk1) were not increased in abun-
dance (Fig. 2D). We found that this was likely because of the

reduced abundance and phosphoryl-
ation of the F-box protein Skp2 (Fig.
2E, upper band, and fig. S1E), the
rate-limiting component responsible
for p27Kip1 ubiquitination and degrada-
tion (62, 63). The premitotic cell cycle
arrest that was triggered by low-dose
resveratrol did not result in senescence,
as shown by the enhanced phosphoryl-
ation of pocket proteins, increased
amounts of cyclins A2 and B1 and
the proliferation marker Ki-67, as well
as decreased p27Kip1 abundance (Fig.
2, D and E, and fig. S1, D and E). Fur-
thermore, accumulation of hyperphos-
phorylated Cdk1 (Fig. 2D, arrow)
suggests that resveratrol blocks the G2-M
transition of the cell cycle by abrogating
the Cdc25-mediated activation of Cdk1
(Fig. 2C).

Low-dose resveratrol does not
alter TCR-stimulated proximal and
distal signaling cascades
To determine whether the cell cycle
blockade mediated by low-dose resvera-
trol was due to defective initiation of the
TCR signaling cascade, we first assessed
proximal signaling intermediates. The
kinase ZAP-70, which is associated with
the TCRz chain in activated lympho-
cytes, was phosphorylated by 1 min after
TCR engagement and was not affected
by either low- or high-dose resveratrol
(Fig. 3A). Further downstream signaling
was monitored as a function of extra-
cellular signal–regulated kinase 1/2
(ERK1/2) and AKT phosphorylation.
Neither ERK1/2 nor AKT phosphoryl-
ationwas altered by low-dose resveratrol,
and phosphorylation was only marginal-
ly decreased in the presence of high-dose
resveratrol (Fig. 3, A and B, and fig. S1F).

TCR signaling also activatesmamma-
lian target of rapamycin (mTOR) (64–66),
a serine/threonine protein kinase that
integrates environmental cues such as
nutrients, growth factors, and stress
signals into an “optimal” cellular re-
sponse (67, 68). Sirt1 activity generally
inhibits mTOR signaling (69–71), but
in murine T cells, ectopic Sirt1 has not
been shown to alter this cascade (35).
mTOR complex 1 (mTORC1) activity

is negatively regulated by tuberous sclerosis complex 1/2 (TSC1/2),
which serves as a hub for both positive and negative cues for signaling
kinases. Phosphorylation of TSC2 at T1462 by Akt leads to the activa-
tion of mTORC1, and in human CD4+ T cells, low-dose resveratrol did
not affect the TCR-mediated phosphorylation of this signalingmolecule.

Fig. 2. Low- and high-dose resveratrol block TCR-mediated cell cycle progression at distinct stages of the cell
cycle. (A) Cell cycle entry after TCR stimulation at day 1 (D1; top) and day 3 (D3; bottom) in the presence or absence
of resveratrol was monitored by simultaneous staining of DNA and RNA with 7-aminoactinomycin D and pyronin Y,
respectively. Representative dot plots from five experiments of nonstimulated and TCR-activated CD4 T cells, in the
absence or presence of resveratrol, are shown. The percentages of cells in G0-G1A phase (lower left quadrant), G1B

phase (lower right quadrant), and S, G2, and M phases (upper right quadrant) are indicated. (B) T cell proliferation
under the indicated conditions was monitored by carboxyfluorescein diacetate succinimidyl ester (CFSE) labeling,
and dilution of the fluorescent dye was assessed at 72 hours. The number of division peaks is indicated in each
histogram. Data are representative of six experiments. (C) Schematic representation of cell cycle regulators that
are altered upon TCR-mediated cell cycle entry. Cell cycle progression requires the expression of cyclins and Cdks,
the F-box protein Skp2-dependent and ubiquitin-mediated degradation of the p27Kip1 Cdk inhibitor, and Cdk-
mediated hyperphosphorylation of the pRb tumor suppressor and the related p130 pocket protein. Cdk1 activity
and mitotic entry are regulated by the kinase Wee1 and the phosphatase of Cdc25. (D) The abundances of the
cyclins-Cdks that regulate cell cycle entry, including cyclins D2, E1, A2, and B1, and Cdk4, Cdk6, Cdk2, and Cdk1 were
monitored by Western blotting analysis on days 1 and 3 of activation. Data are representative of three independent
experiments. The arrow indicates the hyperphosphorylated Cdk1 isoform. (E) The abundances of the Ki-67 prolifer-
ation marker, cell division inhibitors (pRb, p130, and p27), and the p27 regulator Skp2 under the indicated conditions
were monitored by Western blotting analysis. Data are representative of three independent experiments. Arrows
indicated hyperphosphorylated p130 and phosphorylated Skp2. Quantification of all panels is shown in fig. S1.
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Furthermore, neither phosphorylation of mTOR itself nor S6 ribosomal
protein, a downstream mTOR substrate, was altered by low-dose
resveratrol. Note that phosphorylation was significantly decreased in
the presence of 100 mM resveratrol (P < 0.01; Fig. 3C and fig. S1G).
Thus, mTOR signaling in TCR-stimulated T cells is attenuated by
high-dose resveratrol, whereas at low doses, the activity resulting from
TCR engagement is maintained.

We next assessed whether distal TCR signaling was altered by
resveratrol, monitored as a function of the cell surface abundance
of the CD69, CD25 (IL-2Ra subunit), and CD71 (transferrin receptor)
activation markers. Surface abundance of CD69, due to the trans-
location of intracellular stores to the cell membrane without a require-
ment for protein synthesis (72, 73), was increased in most of the

activated cells, irrespective of the presence
of resveratrol (Fig. 3D). In marked con-
trast, induction of CD25 and CD71, both
of which are dependent on de novo pro-
tein synthesis, was significantly attenu-
ated by high-dose resveratrol but was
unaffected by low doses of the polyphenol
(P < 0.001; Fig. 3D). Thus, only high-dose
resveratrol impedes mTOR and distal
TCR signaling cascades.

Low-dose resveratrol stimulates a
replication stress response in
TCR-stimulated CD4+ T cells
The experiments performed thus far
demonstrated that low-dose resveratrol
inhibits CD4+ T cell division under
conditions in which TCR and mTOR
signaling responses are maintained. To
further explore this phenomenon and
to determine the origin of the cell cycle
arrest, we focused on the effects of low-
dose resveratrol on genomic integrity.
Resveratrol has been found to both pos-
itively and negatively affect genome in-
tegrity in cancer cells (57, 74–78), but its
function in primary human T cells has
not been elucidated. To specifically ad-
dress this point in T lymphocytes, we
monitored histone H2AX phosphoryl-
ation (gH2AX). This modification iden-
tifies DNA damage foci as well as stalled
replication forks that promote the con-
centration of repair proteins (79, 80).

TCR engagement of CD4+ T cells did
not result in the augmentation of gH2AX
(Fig. 2, A and D), at least at time points
before entry into S phase (2 to 24 hours;
Fig. 4A). However, in low-dose resver-
atrol, gH2AX+ cells reached signifi-
cantly higher percentages by 24 hours
(45%, P < 0.005; Fig. 4A); these percen-
tages were similar to those detected in
the presence of aphidicolin, an inhibi-
tor of replication polymerases that stalls
replication forks and results in a late G1-

phase arrest (81). High-dose resveratrol had a distinct effect, increasing
the abundance of H2AX foci in 7 to 10% of cells, irrespective of the
kinetics or TCR stimulation. The lower amount of H2AX phospho-
rylation in cells treated with high-dose resveratrol may be due to
their attenuated response to TCR stimulation (Fig. 3). Notably, stim-
ulation with the homeostatic cytokine IL-7 significantly increased
gH2AX in cells treated with high, but not low, doses of resveratrol
(P < 0.005; Fig. 4B), suggesting that resveratrol effects on genomic in-
tegrity are likely to be dependent on the nature of the activation signal.
Whereas it is not known how IL-7 signaling affects the potential of
resveratrol to alter genomic integrity or its response to this stress, note
that the addition of IL-2 did not alter resveratrol-driven H2AX
phosphorylation in TCR-stimulated T cells (Fig. 4C).

Fig. 3. TCR signaling is attenuated by high-dose, but not low-dose, resveratrol. (A) Top: Phosphorylation of
ZAP-70 and ERK after TCR stimulation of human CD4+ T cells in the presence of 20 or 100 mM resveratrol was
monitored by flow cytometry. Representative histograms at 1 min after stimulation are presented. Bottom: Quan-
tification of the fold increase in MFIs of the indicated proteins in stimulated relative to nonstimulated CD4+ T cells.
Data are means ± SEM of three independent experiments. *P < 0.05, **P < 0.01, and ***P < 0.005 by one-way ANOVA
and Tukey’s post hoc test. (B) The relative amounts of total and phosphorylated Akt in T cells 5 and 30 min after
activation under the indicated conditions were determined by Western blotting analysis. Data are representative of
three experiments. (C) The extent of phosphorylation of TSC2, mTOR, and S6 in CD4+ T cells 24 hours after stimulation
under the indicated conditions was monitored by Western blotting analysis. Data are representative of three
experiments. (D) Left: The cell surface expression of the CD69, IL-2Ra (CD25), and transferrin receptor (CD71) activation
markers on CD4+ T cells stimulated under the indicated conditions were assessed by flow cytometry. Histograms are
representative of three independent experiments. Right: Quantification of the percentages of positive cells under each
condition. **P < 0.01 and ****P < 0.0001 by two-way ANOVA with Bonferroni’s post hoc test. Quantification data are
shown in fig. S1.
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Resveratrol stimulates p53 phosphorylation and
ATR-mediated cell cycle arrest
In light of the data shown earlier, it was critical to monitor activation of
the p53 tumor suppressor, a protein that is phosphorylated in response
to a wide range of genotoxic insults (60). At day 1 of TCR stimulation,
low-dose resveratrol resulted in the accumulation and phosphorylation
of p53, similar to that detected under conditions of aphidicolin-
mediated stalled replication. Furthermore, by day 3, p53 phosphorylation
was also increased under high-dose resveratrol conditions (P < 0.005;
Fig. 5A and fig. S1H). Several hypotheses could account for the phos-
phorylation of p53: first, activation of the adenosine monophosphate–
activated protein kinase (AMPK) pathway (82–84); second, activation
of theATMpathway in response todouble-strandedDNAbreaks (60,85);
and third, activation of the ATR pathway in response to single-stranded
breaks and replication stress due to stalled fork progression or DNA
synthesis (61). Regarding the first hypothesis, glucose deprivation and
AMPK activation have been specifically shown to stimulate p53 phos-
phorylation (82, 83). However, an AMPK inhibitor (compound C)
did not significantly alter resveratrol-stimulated p53 phosphorylation,
although it decreased AMPK phosphorylation by a mean of 75%
(Fig. 5B and fig. S1I). These data suggest that AMPK signaling does
notdrive p53phosphorylation in resveratrol-treatedCD4+T lymphocytes.

To address the second and third hypotheses, we assessed the impli-
cation of the ATM and ATR pathways in the response of CD4+ T cells
to resveratrol. Classically, ATR is stimulated by replication stress or
single-stranded DNA breaks, resulting in the activation of checkpoint
kinase 1 (Chk1) (86) and its downstream target, the kinaseWee1, a neg-
ative mitotic regulator (Fig. 5C) (85). Although Chk1 activation is often
underestimated because of its transient phosphorylation (87), resvera-
trol stimulated both Chk1 and Wee1 phosphorylation (Fig. 5D and
fig. S1J). Chk1 andWee1 block Cdk1 activation by inhibiting Cdc25
phosphatase and hyperphosphorylating Cdk1, respectively (Fig. 5C).
Accordingly, ATR signaling in response to low-dose resveratrol was
associated with a defective dephosphorylation of Cdk1 that is required
for Cdk1 activation and mitotic entry (Fig. 5D, arrow). In contrast,
the ATM pathway was not activated by low-dose resveratrol because
neither phosphorylation of Chk2 nor the downstream Cdk inhibitor
p21Waf1/Cip1 (p21) was detected (Fig. 5D and fig. S1J). As positive
controls, we assessed the capacity of bleomycin and aphidicolin to effi-
ciently activateATM/ATRandATRpathway intermediates, respective-
ly (Fig. 5, C and D).

These data suggested that the early H2AX phosphorylation in
resveratrol-treated CD4+ T cells was due to a replication stress–like
insult rather than an ATM signaling cascade stimulated by double-
stranded DNA breaks. To test this possibility, we assessed the phos-
phorylation of the minichromosome maintenance (MCM) helicase
complex, a key component of the prereplication complex that is
specifically phosphorylated by ATR at Ser108 in response tomultiple
forms of DNA damage (88–90). Before the onset of S phase (24 hours),
Mcm2 phosphorylation at S108was augmented by low-dose resveratrol
to a similar extent to that detected in response to aphidicolin and
bleomycin (Fig. 5D and fig. S1J). Furthermore, although T cells exposed
to high-dose resveratrol never progressed to S phase (Fig. 2, A and D),
p53, Chk1, Wee1, and Mcm2 phosphorylation were also detected in
these cells by 72 hours after stimulation (Fig. 5D). Together, these data
suggest that resveratrol activates the ATR, but not ATM, signaling
cascade in stimulated CD4+ T cells.

We therefore assessedwhether the resveratrol-stimulatedphosphoryl-
ationof p53was directly regulatedbyATRsignaling in resveratrol-treated

Fig. 4. Low-dose resveratrol stimulates H2AX phosphorylation in TCR-
stimulated CD4+ T lymphocytes. (A) Top: Freshly isolated quiescent CD4+

T cells were either left nonstimulated or were TCR-stimulated in the presence
of resveratrol (20 and 100 mM) or aphidicolin. The amount of H2AX phospho-
rylation (gH2AX) was assessed at 24 hours by flow cytometry. Data are repre-
sentative of four independent experiments. Bottom left: The percentages of
gH2AX-positive cells were quantified after 2, 6, 12, and 24 hours of stimulation.
Data are representative of four independent experiments. Bottom right: Means ±
SEM of gH2AX-positive cells from three independent experiments. Statistical sig-
nificance was determined by one-way ANOVA with Tukey’s post hoc test. ***P <
0.005. (B) Left: CD4+ T cells were cultured with the homeostatic cytokine IL-7
(10 ng/ml) in the absence or presence of resveratrol (20 and 100 mM). H2AX phos-
phorylation (gH2AX) was assessed at 24 hours by flow cytometry. Dot plots are
representative of three experiments. Right: Means ± SEM of three independent
experiments. Data were analyzed by one-way ANOVA with Tukey’s post hoc test.
(C) CD4+ T cells were TCR-stimulated in the presence or absence of resveratrol (20
and 100 mM) and in the presence or absence of IL-2 (50 U/ml). H2AX phosphorylation
was assessed by flow cytometry as described earlier, and the increase in phospho-
rylation relative to that in cells stimulated by TCR engagement alone is shown. Data
are means ± SEM of three experiments with statistical significance determined by
one-way ANOVA with Tukey’s post hoc test. **P < 0.01 and ***P < 0.005.
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T cells. To this end, we tested the effects of VE-821, a potent ATR inhib-
itor (91, 92). As expected,VE-821decreasedMcm2phosphorylation (Fig.
5E and fig. S1K). Moreover, p53 phosphorylation was attenuated by a
mean of 90% in the presence of VE-821, and the global amount of p53
decreased (P < 0.001; Fig. 5E and fig. S1K), demonstrating that the ATR
stress response pathway regulates the resveratrol activation of p53 in
TCR-stimulated CD4+ T cells. We also found that the ATR pathway
is directly implicated in the formation of gH2AX foci (61) as VE-821
inhibited resveratrol activation of H2AX phosphorylation (P < 0.05;

Fig. 5F). Together, these data reveal a critical role for the ATR cascade
inmediating a p53-associated stress response in response to resveratrol.

CD4+ T cells exhibit increased expression of p53-dependent
target genes and undergo a metabolic switch in response to
low-dose resveratrol
To elucidate potentialmolecularmechanisms associatedwith resveratrol
treatment of CD4+ T cells, we performed an array analysis of genes
involved in DNA damage signaling responses. Whereas the expression

Fig. 5. Resveratrol stimulates p53 phos-
phorylation and the ATR-mediated
arrest of the cell cycle. (A) Phosphoryl-
ation of p53 at Ser15 and total p53 were
monitored by Western blotting analysis of
CD4+ T cells activated in the absence or
presence of resveratrol (20 and 100 mM)
or aphidicolin (1 mM). Representative blots
at days 1 and 3 of activation and loading
controls (LC) are shown. Data are represen-
tative of three experiments; quantification
data are shown in fig. S1. (B) Phosphoryl-
ation of AMPK and p53 was assessed by
Western blotting analysis of CD4+ T cells
at day 1 after treatment as indicated with
resveratrol and the AMPK inhibitor (com-
pound C; 1 mM). Representative blots
showing phosphorylated and total proteins
under the indicated conditions are shown.
Dataare representativeof threeexperiments;
quantification data are shown in fig. S1.
(C) Schematic model of the ATR and ATM
signaling cascades culminating in cell cycle
arrest. The former results in Chk1 activation,
whereas the latter proceeds through Chk2
activationand thep53-mediatedexpression
of p21. p21 directly inhibits Cdks, whereas
Chk1 blocks cell cycle progression by acti-
vating Wee1 and preventing the Cdc25-
mediated dephosphorylation of Cdk1.
(D) The abundance and phosphorylation
of Chk1 and Chk2 and the cell cycle regu-
lators Wee1, Cdk1, Cdk2, p21, and Mcm2
were monitored by Western blotting anal-
ysis of cells treated under the indicated
conditions. Blots of samples at days 1 and
3 are representative of three experiments.
The arrow indicates hyperphosphorylated
Cdk1. Quantification data are shown in fig.
S1. (E) Phosphorylation of Mcm2 and p53
in cells was assessed by Western blotting
analysis with the appropriate phosphospe-
cific antibodies at day 1 after treatment
with resveratrol and the ATR inhibitor
(VE-821; 1 and 5 mM). The amounts of total
p53 and g-tubulin were assessed. Data are
representative of three independent experi-
ments. Quantification data are shown in fig. S1. (F) Top: H2AX phosphorylation (gH2AX) in response to resveratrol
treatment was assessed at 24 hours after stimulation in the absence or presence of VE-821 (5 mM). Plots show the
percentages of gH2AX-positive cells and are representative of three independent experiments. Bottom: Quantification
of the MFI of gH2AX staining is shown as means ± SEM of three experiments. *P < 0.05 and **P < 0.01 by two-way
ANOVA with Bonferroni’s post hoc test.
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of multiple genes was altered after treatment with high-dose resveratrol
or aphidicolin, only 1 of 84 assessed genes, Bbc3 [PUMA (p53 up-
regulated modulator of apoptosis)], was consistently increased in ex-
pression in low-dose resveratrol–treated CD4 T cells (4.1- to 6.4-fold,
n = 3; Fig. 6A and fig. S3). Furthermore, it was even more highly
expressed at high-dose resveratrol (8- to 22-fold, n = 3; fig. S3). Notably,
PUMA is a proapoptotic gene whose transcription is directly regulated
by p53 (93). Because the p53 pathway has also been linked to a meta-
bolic reprogramming (94–96), at least in part through the regulation of
metabolic genes, we assessed whether expression of these genes is
altered by resveratrol. Notably, expression of TIGAR (TP53-induced
glycolysis and apoptosis regulator), PGM (phosphoglycerate mutase),
GLS2 (glutaminase 2), and SCO2 (synthesis of cytochrome c oxidase 2)
was significantly altered by resveratrol (Fig. 6B). p53-mediated induction
of TIGAR, a fructose-2,6-bisphosphatase, and attenuated amounts of
PGM, would both be expected to decrease glycolysis (97–99). Moreover,
we found that whereas TCR engagement significantly increased the cell
surface abundance of the glucose transporter Glut1, the amount was sig-
nificantly lower in the presence of low-dose resveratrol andwas abrogated
byhigh-dose resveratrol (P<0.05 andP<0.001; Fig. 6Cand fig. S1L). The
changes correlated directly with glucose uptake and glycolysis, as
monitored by the production of lactate and extracellular acidification
(P < 0.001; Fig. 6D).

Glucose metabolism was decreased in the presence of resveratrol,
but lymphocyte metabolism can also be fueled by other nutrients such
as glutamine. Notably, the ASCT2 glutamine transporter, recently shown
to be critical for T cell activation (100), was augmented in the presence of
low-dose, but not high-dose, resveratrol. Moreover, the ratio of surface
ASCT2/Glut1was significantly increased by low-dose resveratrol as com-
pared to TCR activation alone (P < 0.01; Fig. 6D). The potential impor-
tance of resveratrol-linked glutaminolysis in CD4+ T cells was also
suggested by the induction of the p53-dependent GLS2 gene (Fig. 6B),
catalyzing the hydrolysis of glutamine to glutamate (101–103). This link
was corroborated by an increased glutamine uptake in activated T cells
treated with low-dose resveratrol (Fig. 6E).

The increase in glutamine entry and the enzymes involved in the first
steps of glutaminolysis suggested that p53 activation might augment
OXPHOS in theseT lymphocytes. In tumor cells, p53 decreases glycolysis
while enhancing OXPHOS (104, 105). One of the mechanisms through
which p53 augments tricarboxylic acid (TCA) cycling from glutamine
intermediates (anaplerosis) is through the expression of SCO2, a protein
that catalyzes the transfer of reducing equivalents from cytochrome c
to molecular oxygen in mitochondria (103). To assess the extent of
OXPHOS in human CD4+ T cells, we directly monitored the oxygen
consumption rate (OCR) and found that TCR stimulation significantly
increased the basal cellular respiration ofCD4+T cells (P<0.005; Fig. 6F).
Low-dose resveratrol further enhanced respiration, but TCR-stimulated
respiration was almost completely abrogated by high-dose resveratrol
(P<0.05; Fig. 6F). Increased oxygen consumptionwould also be expected
to result in increased ROS, withmitochondria serving as themajor intra-
cellular source of ROS. Superoxide anion—the predominant ROS in
mitochondria—was significantly augmented by resveratrol, asmonitored
by MitoSOX staining (P < 0.05; Fig. 6F). These metabolic parameters
correlated directly with the bioenergetic profile of the CD4+ T cells; intra-
cellular adenosine triphosphate (ATP) was significantly increased in low-
dose resveratrol–treated cells but was attenuated in lymphocytes treated
with high-dose resveratrol (P < 0.005; Fig. 6F). Thus, resveratrol signifi-
cantly modulated the expression of p53 target genes, concordant with
changes in the metabolic state of these lymphocytes.

Altered metabolism in resveratrol-treated naïve and
memory CD4+ T cells enhances their effector function
In recent years, the critical importance of metabolism (and most specifi-
cally glucose metabolism) in T cell effector function has been established
(37, 106–108). However, entry of glutamine via the ASCT2 amino acid
transporter (SLC1A5) has been shown to be a sine qua non for the effector
function of murine CD4+ T cells (100, 109). Furthermore, although it has
not been specifically shown for T cells, a heightened need for biosynthetic
intermediates is often associated with a metabolic switch resulting in a
disproportionate dependency on glutamine, undergoing anaplerotic
reactions to form a-ketoglutarate for use in the TCA cycle (110–112). It
was therefore of interest to assess whether CD4+ T cell effector function
is altered in the presence of resveratrol wherein biosynthetic intermedi-
ates were not required for proliferation, due to the block in cell cycle,
and a switch to an oxidative metabolism was associated with increased
intracellular ATP stores (Fig. 6).

T cell effector function is tightly linked to the differentiation state of
the lymphocyte, and different subsets of memory T helper cells can be
distinguished on the basis of chemokine receptor markers [reviewed in
(113)]. It was therefore important to determine whether resveratrol po-
tentially changed the survival of sorted naïve andmemory T cell subsets
(fig. S4A) or, rather, whether it altered the effector profile of memory T
helper cells. We therefore monitored the surface abundance of CXCR3,
CCR4, andCCR6onmemoryCD4+T cells (fig. S4B). AlthoughCXCR3+

and CCR4+CCR6+ profiles are associated with TH1 and TH17 subsets,
respectively, we found that CXCR3 and CCR4 were increased in most
of the CD4+ T cells after TCR stimulation (fig. S4B). Notably, the relative
percentage of CXCR3+CCR6+ cells within the CD4+ T cell subset was
1.7 ± 0.2–fold higher in the presence of low-dose resveratrol (P < 0.01;
fig. S4B), suggesting a higher cytokine secretion potential. The percen-
tages of naïve and memory CD4+ T cells secreting IFN-g after TCR
stimulation (day 6) was greater than four- and twofold higher in the
presence of low-dose resveratrol, respectively (P < 0.005; Fig. 7A). Fur-
thermore, most of the T cells that secreted IFN-g also produced IL-2
(P < 0.005; Fig. 7A). The increased capacity of resveratrol-treated T
cells to secrete cytokines was also detected in the total CD4+ popula-
tion (fig. S4C). Thus, low-dose resveratrol stimulates anATR-mediated
cell cycle arrest in antigen receptor–stimulated CD4+ T lymphocytes
that is coupled to a metabolic reprogramming and augmented effec-
tor function.

DISCUSSION
Our study demonstrates that resveratrol modulates the potential of hu-
man CD4+ T lymphocytes to respond to antigen receptor stimulation.
Although resveratrol exerts effects in both Sirt1-dependent and Sirt1-
independent manners (20, 114), we found that high-dose resveratrol
(100 mM) inhibited the TCR-induced expression of Sirt1 in T lympho-
cytes. In this condition, this was likely caused by an attenuation ofmTOR
anddistal TCR signaling. In contrast, low-dose resveratrol (20mM)mark-
edly increasedTCR-stimulated Sirt1 activity. Furthermore, p53—a tumor
suppressor whose activity is coordinated by and coordinates that of Sirt1
(115)—was highly phosphorylated in response to low-dose resveratrol.
Wedetermined that this p53phosphorylationwasmediatedby the kinase
ATR, a key regulator of the genotoxic stress response pathway. Concor-
dant with ATR and p53 signaling, T cells exposed to low-dose resveratrol
underwent Chk1- and Wee1-mediated premitotic cell cycle arrest and
induced expression of p53-dependent metabolic target genes, resulting
in ametabolic shift with increased OXPHOS. Note that these conditions,
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whichpromoted an enhanced bioenergetic profile, endowedCD4+T cells
with a substantially enhanced cytokine secretion potential (Fig. 7B).

The role of resveratrol in protecting against carcinogenesis has been
the subject of intense study, andmultiple reports showed that resveratrol
functions bypreventingDNAdamage formation aswell as by improving
DNA damage repair (47, 50, 116). Resveratrol affects multiple aspects of
DNA metabolism, including DNA replication, recombination, repair,

and telomeremaintenance, as well as the redox state, thereby promoting
the integrity of genomic DNA. However, in vitro, resveratrol mediates
DNA cleavage in a process requiring DNA-bound copper [Cu(II)] ions
(49, 57, 59, 117–119). On the basis of diverse studies, it is nearly im-
possible to draw clear-cut conclusions about the effects of sirtuins or re-
sveratrol on genomic stability. Both reduction of DNA breaks and an
inhibition of replicative senescence (57, 74–78), as well as the generation

Fig. 6. TCR-stimulated CD4+ T cells exhibit in-
creased transcriptionof p53-dependentmetabol-
ic target genes and an altered T cell metabolism
after exposure to resveratrol. (A) The expression
of 84 genes involved in DNA damage signaling
pathways was evaluated in CD4+ T cells activated
by TCR engagement alone as compared to TCR en-
gagement in the presence of resveratrol (20 mM)
using a polymerase chain reaction (PCR) array pro-
file (Qiagen; fig. S3). Representative data in one of
three samples at day 1 of stimulation are shown
with only Bbc3 (PUMA) significantly induced in the
latter conditions (4.2- to 6.4-fold induction, n = 3).
(B) Transcripts of p53 metabolic target genes includ-
ing TIGAR, PGM, GLS2, and SCO2 were monitored by
quantitative reverse transcription PCR analysis of
cells under the indicated conditions (day 3) and
were normalized against the abundance of 18S
ribosomal RNA. Data are means ± SEM of four
independent experiments. *P < 0.05 and **P < 0.01
by paired t test. (C) Glut1 surface expression was
monitored by flow cytometry, and representative
histograms from three experiments under the in-
dicated conditions (day 3) are shown, with quan-
tifications shown in fig. S1. (D) 2-Deoxy-D[1-3H]
glucose (2DG) uptake (n = 3), lactate production
(n = 5), and extracellular acidification (n = 5) were
monitored in cells under the indicated conditions at
day 3. Data are means ± SEM of the indicated num-
ber of experiments. *P < 0.05, **P < 0.01, and ***P <
0.005 by one-way ANOVAwith Tukey’s post hoc test.
(E) Left: ASCT2 surface expression was monitored by
flow cytometry, and representative histograms are
shown. Middle: The ratio ± SEM of ASCT2 to Glut1
abundance in cells stimulated through the TCR in
the presence or absence of resveratrol are presented
as a function of the MFI of both transporters (n =
3; paired t test). Right: Uptake of L-2,3,4-[3H]gluta-
mine was performed for 10 min, and mean counts
per minute ± SEM for triplicate samples from three
independent experiments at day 3 are presented.
Data were analyzed by one-way ANOVA with
Tukey’s post hoc test. **P < 0.01. (F) Left: Cellular
respiration was monitored on a Seahorse XF-24
analyzer, and OCRs of triplicate samples under
basal conditions and in response to the indicated
mitochondrial inhibitors are presented for cells on
day 3 of activation. Mean basal consumption rates
(OCR; picomoles/min per 106 cells) ± SEM of trip-
licate samples from three independent experiments
are shown (upper right). Right: ATP was measured
in cells under the same conditions by luminescent
detection, and mean intracellular amounts ± SEM
from data obtained in 10 independent experiments are presented. Data were analyzed by one-way ANOVA with Tukey’s post hoc test. Mitochondrial superoxide anion
was monitored using MitoSOX Red reagent, and the MFI ± SEM of triplicate samples are presented. Data were analyzed by paired t test. FCCP, carbonyl cyanide p-
trifluoromethoxyphenylhydrazone; Ant.A, antimycin A; Rot., rotenone. *P < 0.05, **P < 0.01, and ***P < 0.005.
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ofDNAbreakswith associated senescence (57, 76, 77), have been reported
(120). Here, we found that low-dose resveratrol triggered a marked DNA
damage response in TCR-stimulated T cells, as shown by the presence of
gH2AX in 20 to 50% of cells. Furthermore, DNA damage, or more pre-
cisely the response to genotoxic stress, was linked to the activation state of
the T cell. Low-dose resveratrol was associatedwithH2AXphosphorylation
in TCR-stimulated cells, whereas high-dose resveratrol resulted in H2AX
phosphorylation in T cells exposed to the homeostatic cytokine IL-7.

The ATR pathway is activated under
conditions of single-stranded DNA breaks
or instability of replication forks (85). We
find that low-dose resveratrol activated the
ATRpathwaywithin 24 hours of the treat-
ment of stimulated CD4+ T cells, well
before S-phase entry. Under these condi-
tions, ATR rapidly phosphorylated histone
H2AX andMcm2 at Ser108, with the latter
potentially stabilizing prereplication com-
plexes in response to DNA damage
(121). In addition, at later time points, we
found that resveratrol stimulated theATR-
mediated phosphorylation of Chk1 and
Wee1, blocking Cdc25-mediated Cdk1 ac-
tivationandmitoticentry (Fig.7B).Although
both ATR and ATM phosphorylate Ser15

of p53 (60), we found no evidence that re-
sveratrol activated an ATM-Chk2-p53-
p21 pathway, a pathway that is generally
activated in response to double-stranded
DNA breaks. Thus, our data suggest that
resveratrol triggers a replication stress–like
response rather than classical DNA dam-
age. In this state, p53 appears to serve as
a node between upstream stress signaling
cascades and downstream DNA repair
pathways (Fig. 7B) (122).

In CD4+ T cells, both low- and high-
dose resveratrol induced transcription of
the p53 proapoptotic target, PUMA. This
was the only gene in an 84-gene DNA
damage signaling pathway array to exhib-
it increased expression in response to low-
dose resveratrol (fig. S3), suggesting that
many of the effects of low-dose resveratrol
occur at a posttranscriptional level. How-
ever, low-dose resveratrol altered the ex-
pression of all p53-directed metabolic
gene targets that we assessed. Although
other transcription factors, such as c-Myc
and HIF-1a, also regulate cell metabolism
and are produced in TCR-stimulated hu-
man CD4+ T cells, their abundance was
not substantially modulated by resveratrol
(fig. S5). Thus, we focused on p53, a tumor
suppressor whose function has paradoxi-
cally been found toprotect tumor cells from
modest amounts of stress through meta-
bolic reprogramming (95, 123). The p53-
mediated decreases in Glut1 and PGM

abundance, together with increased TIGAR, attenuate aerobic glycol-
ysis, whereas increased SCO2 and GLS2 abundance drives glutamine-
driven OXPHOS (97, 101–103, 124), which was the case that we ob-
served in resveratrol-treated CD4+ T cells. Note that cell cycle arrest
and senescence act as signals for a cell to undergo metabolic repro-
gramming, decreasing glycolysis and increasing TCA cycle usage
(96, 125–127). Thus, our data suggest that theATR-mediated cell cycle
arrest initiated by low-dose resveratrol in CD4+ T cells was coupled to a

Fig. 7. IFN-g secretion by TCR-stimulated naïve and memory CD4+ T cells is markedly enhanced by low-dose
resveratrol. (A) Left: Naïve and memory CD4+ T cells were isolated, as described in fig. S4A, and were stimulated
through the TCR in the presence or absence of resveratrol (20 and 100 mM). Secretion of IL-2 and IFN-g was monitored
by intracellular staining at day 6, and representative dot plots of three representative experiments are shown. Right:
Quantification of the mean percentages ± SEM of IFN-g–secreting and double IL-2/IFN-g–secreting cells are shown. Data
were analyzed by two-way ANOVA with Bonferroni’s post hoc test. (B) Proposed model showing the effects of resveratrol
on TCR-stimulated CD4+ T cells. Left: Sirt1 and p53 are interrelated, regulating mTOR signals and metabolic networks
(115), and both are activated in response to TCR stimulation of human CD4+ T cells. The integration of TCR signals
stimulates intracellular glycolysis and glutaminolysis, resulting in proliferation and effector function. Middle: In response
to low-dose resveratrol, TCR-engaged CD4+ T cells undergo a genomic stress response, which results in an ATR- and
Chk1-mediated S-G2 cell cycle arrest. Moreover, ATR-mediated p53 signaling decreases glycolysis and increases gluta-
minolysis. Under these conditions, wherein cell cycle progression is blocked and OXPHOS is augmented, there is a sub-
stantial increase in IFN-g secretion. Right: In response to high-dose resveratrol, TCR-mediated mTOR and Sirt1 signaling
pathways are markedly attenuated, leading to p27-mediated G1 cell cycle arrest.
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metabolic shift, adjusting the balance between glycolysis and OXPHOS
(Fig. 7B).

The bioenergetic profile of resveratrol-treated T cells was altered by
this skewing of metabolism away from glycolysis and toward a setting
characterized by an increasedASCT2-to-Glut1 ratio, with an augmented
glutamine transport, substantially increasedmitochondrial ROS produc-
tion, and increased OXPHOS. How this would affect T cell effector
function is unclear because glycolysis can increase and decrease the
potential of T cells to secrete effector cytokines, such as IFN-g and IL-17
(128–133). Note that amino acid metabolism is essential for effector T cell
differentiation (100, 109, 134, 135), and memory cells rely more on
OXPHOS than on glycolysis (38, 130). In both naïve and memory
CD4+ T cells, low-dose resveratrol markedly augmented the amount of
IFN-g secreted, but this increase was even higher for naïve cells than for
memory cells (means of 10- and 2-fold, respectively). Furthermore, in
both cell types, resveratrol substantially increased the number of cells that
produced both IL-2 and IFN-g. Thus, our data suggest that resveratrol is
an agent that, by altering the metabolic fitness of T lymphocytes, en-
hances their cytokine effector potential.

Adjusting the balance between glycolysis and OXPHOS can also
have substantial effects in other cell types. DecreasingOXPHOS inmice
expressing amutant p53markedly attenuates tumorigenesis (136). Thus,
generating a context that is the converse of that shaped by resveratrol,
that is, inhibiting a p53-mediated shift to mitochondrial metabolism,
may be beneficial for individuals with an increased risk of developing
cancers, such as Li-Fraumeni syndrome patients with germline muta-
tions in the TP53 gene. The potential use of resveratrol as a therapy
for the treatment of neurological, cardiovascular, hepatic, and metabolic
pathologies therefore necessitates a critical evaluation of its effect on T
lymphocytes in vivo, especially in an autoimmune setting. The data
shown here reveal a complex network of resveratrol-stimulated changes
in cell cycle progression andmetabolism, altering the potential of T lym-
phocytes to respond to foreign antigens.

MATERIALS AND METHODS
T cell isolation and culture
CD4+ T cells were isolated from adult peripheral blood, obtained from
healthy donors after informed consent. Cells were purified using negative-
selection Rosette tetramers (STEMCELL Technologies), and the purity of
the cell population was monitored on a FACSCanto II (BD Biosciences).
Purities were always greater than 94%. Naïve and memory CD4+ T cells
were sorted on a FACSAria after staining with anti-CD4, anti-CD45RA,
anti-CD45RO,CD62L,CD127, andCD25 antibodies (fig. S4A). Lympho-
cytes (1 × 106 per well in a 24-well plate) were cultured in RPMI 1640 +
GlutaMAX (Gibco, Life Technologies) supplemented with 10% fetal calf
serum (FCS) and 2% penicillin/streptomycin (Gibco, Life Technologies).
For TCR stimulation, 24-well plates were coated with anti-CD3 (clone
OKT3,BioLegend) and anti-CD28 (clone 9.3, providedbyC. June)mono-
clonal antibodies (mAbs) at a concentration of 1 mg/ml, and recombinant
IL-2 (rIL-2) (50U/ml)was added as indicated. T cellswere also cultured in
the presence of rIL-7 (10 ng/ml). As indicated, resveratrol (20 or 100 mM;
Sigma-Aldrich), compound C1 (1 mM; Sigma-Aldrich), VE-821 (1 and
5mM;Euromedex), aphidicolin (1mM), andbleomycin (1mM)were added
to T cell cultures 1 hour before TCR stimulation.

Immunofluorescence
Cells were collected and coated on poly-L-lysine–treated slides. Cells were
fixed in a 4% paraformaldehyde (PFA) solution [phosphate-buffered sa-

line (PBS), 4%PFA] at 37°C for 15min, permeabilized in PBS containing
3% bovine serum albumin (BSA)/0.1% saponin for 10 min, and blocked
for nonspecific protein binding with 10% FCS. Stainingwith primary anti-
Sirt1 antibody (Ab) (Santa Cruz Biotechnology) and a secondary Alexa
Fluor 488–coupled anti-rabbit immunoglobulin G (Invitrogen) was per-
formed inPBS containing 3%BSA for 1hour at room temperature.Nuclei
were then labeled by DAPI staining for 10 min at room temperature.

Flow cytometric analyses
To detect cell surfacemarkers, cells were incubatedwith the appropriate
fluorochrome-conjugated mAbs, and expression was monitored in
comparison with isotype controls. Antibodies against CD4, CD25,
CD69, and CD71 were from Beckman Coulter. Y319-phosphorylated
ZAP-70 (BD Biosciences), T202/Y204-phosphorylated ERK1/2 (BD
Biosciences), and phosphorylated H2AX (BioLegend) were detected af-
ter cell fixation and permeabilization. Surface Glut1 and ASCT2 were
detected by binding to their respective retroviral envelope ligands fused
to enhanced green fluorescent protein or recombinant rabbit fragment
crystallizable (rFc) (Metafora Biosystems), as previously described
(72, 137–139). The presence of mitochondrial superoxide was assessed
by staining with MitoSOX Red indicator (1 mM; Invitrogen). Proliferation
wasmonitored as a function of carboxyfluorescein diacetate succinimidyl
ester (Invitrogen) or violet proliferation dye (Invitrogen) dilution.
Before staining for intracellular IFN-g and IL-2 (BD Biosciences), cells
were activatedwithphorbol 12-myristate 13-acetate (100ng/ml; Sigma-Al-
drich) and ionomycin (1 mg/ml; Sigma-Aldrich) in the presence of brefel-
din A (10 mg/ml; Sigma-Aldrich) for 3.5 to 4 hours at 37°C. Cell cycle
analysiswas performedby simultaneous staining forDNAandRNAusing
7-aminoactinomycin D (20 mM; Sigma-Aldrich) and pyronin Y (5 mM;
Sigma-Aldrich), respectively. Cells were assessed on a FACSCanto II or
BDLSR II Fortessa (BDBiosciences), and datawere analyzed using FACS-
Diva (BD Biosciences) or FlowJo (Tree Star) software.

Metabolic assays
OCRs were measured on an XF-24 Extracellular Flux Analyzer (Sea-
horse Bioscience). TCR-stimulated T cells with and without low-dose
resveratrol (20 mM) were seeded at a concentration of 1.5 × 106 cells,
whereas nonstimulated and high-dose resveratrol-stimulated cells were
seeded at a concentration of 2.0 × 106 cells in XFmedium (nonbuffered
Dulbecco’smodified Eagle’smediumcontaining 2.5mMglucose, 2mM
L-glutamine, and 1 mM sodium pyruvate). Oxygen consumption was
monitored under basal conditions and in response to oligomycin (1 mM),
carbonyl cyanide p-trifluoromethoxyphenylhydrazone (1.5 mM), rotenone
(100 nM), and antimycin A (1 mM; Sigma-Aldrich). The basal respiration
rate was calculated as the difference between basal OCR and the OCR after
inhibitionofmitochondrial complexes 1 and3with rotenoneandantimycin
A, respectively. ATP and L-lactate weremeasured according to the stan-
dard procedures of theATPlite kit (PerkinElmer) and L-lactate kit (Eton
Bioscience), respectively. Extracellular pH was measured immediately
after harvesting of medium using a standard pH meter.

Glucose and glutamine uptake assays
Cells (2 × 106)were starved by incubation at 37°C in serum and glucose-
or glutamine-free RPMI 1640 for 30 min. Radiolabeled 2-deoxy-D-[1-
3H] glucose or glutamine-L-[3,4-3H(N)] (PerkinElmer) was added to
a final concentration of 0.1 mM (2 mCi/ml). Cells were incubated for
10min at room temperature, washed in cold serum/glucose/glutamine-
free RPMI 1640, and solubilized in 500 ml of 0.1% SDS. Radioactivity
was measured by liquid scintillation.
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Total protein extraction and analyses
Cells were lysed in lysis buffer containing 20 mM Hepes (pH 7.6),
100mMKCl, 0.1mMEDTA, 1mMNaF, 1mM sodium orthovanadate,
1% Triton X-100, 0.5% NP-40, 0.15 mM spermine, 0.5 mM spermidine,
1 mMdithiothreitol, and a protease inhibitor cocktail. After a 30-min in-
cubation on ice, extracts were centrifuged, and supernatants were har-
vested. Extracts (20 mg) were resolved on SDS–polyacrylamide gel
electrophoresis gels (8.5 to 12%) and transferred electrophoretically onto
polyvinylidene difluoride (PVDF) membranes. PVDF membranes were
incubatedwith the indicated antibodies (table S1) for 1hour at room tem-
perature or overnight at 4°C andwithhorseradishperoxidase–conjugated
anti-goat, anti-rabbit, or anti-mouse secondaryAbs, and immunoreactive
proteins were visualized using enhanced chemiluminescence (ECL,
Amersham) according to the manufacturer’s instructions. Proteins were
quantified with ImageJ software and normalized to amido black–stained
proteins (loading controls) or tubulin as indicated.

Gene expression analysis by PCR array
Total RNA was isolated with the RNeasy Mini Kit (Qiagen) and was
reverse-transcribed with QuantiTect Reverse Transcription Kit (Qiagen).
SYBR Green–based (SYBR Green I Master, Roche) real-time quantitative
PCR (qPCR) for TIGAR, PGM, GLS2, SCO2, HIF1A, and RNA18S was
performedwith the LightCycler 480 Real-Time PCR System (Roche), and
all primers are shown in table S2. To determine relative expression,
samples for each experimental condition were run in duplicate and were
normalized to 18S. Primer sequences used for amplificationwere designed
with Primer3 and NetPrimer (PREMIER Biosoft) software packages. The
expression of 84 genes involved in DNA damage signaling pathways was
analyzed with the RT2 Profiler PCR Array (SABiosciences, Qiagen)
according to the manufacturer’s instructions. Briefly, RNA was prepared
from 5 million cells after 24 hours in culture under the indicated con-
ditions using the Qiagen RNeasy kit. First-strand complementary DNA
was then prepared and used in the PCR array in combination with SYBR
Green qPCR master mixes on a Roche Light Cycler 480. Data were nor-
malized toACTB (actin beta), B2M (b2-microglobulin), and RPLP0 using
the SABiosciences DNA template analysis software.

Statistical analyses
Data were analyzed with GraphPad Software (GraphPad Prism), and
P values were calculated by one-way ANOVA (Tukey’s post hoc test),
two-way ANOVA (with Tukey’s post hoc or Bonferroni’s tests), or
paired t tests, as indicated.

SUPPLEMENTARY MATERIALS
www.sciencesignaling.org/cgi/content/full/10/501/eaal3024/DC1
Fig. S1. Quantification and statistical analyses of main data panels.
Fig. S2. Effects of resveratrol on the formation of CD4+ T cell blasts and cell counts in response
to TCR engagement.
Fig. S3. Effect of resveratrol treatment on the expression of DNA damage signaling pathway genes.
Fig. S4. Sorting of naïve and memory CD4+ T cells for the assessment of phenotype and
cytokine secretion profiles.
Fig. S5. TCR-mediated induction of HIF1A and c-Myc in human CD4+ cells is not altered by low-
dose resveratrol.
Table S1. Antibody list.
Table S2. Primer sequences.

REFERENCES AND NOTES
1. B. B. Aggarwal, A. Bhardwaj, R. S. Aggarwal, N. P. Seeram, S. Shishodia, Y. Takada, Role of

resveratrol in prevention and therapy of cancer: Preclinical and clinical studies.
Anticancer Res. 24, 2783–2840 (2004).

2. B. P. Hubbard, D. A. Sinclair, Small molecule SIRT1 activators for the treatment of aging
and age-related diseases. Trends Pharmacol. Sci. 35, 146–154 (2014).

3. K. S. Bhullar, B. P. Hubbard, Lifespan and healthspan extension by resveratrol.
Biochim. Biophys. Acta 1852, 1209–1218 (2015).

4. A. Chalkiadaki, L. Guarente, Sirtuins mediate mammalian metabolic responses to
nutrient availability. Nat. Rev. Endocrinol. 8, 287–296 (2012).

5. B. Agarwal, J. A. Baur, Resveratrol and life extension. Ann. N. Y. Acad. Sci. 1215, 138–143
(2011).

6. B. Poussier, A. C. Cordova, J.-P. Becquemin, B. E. Sumpio, Resveratrol inhibits vascular
smooth muscle cell proliferation and induces apoptosis. J. Vasc. Surg. 42, 1190–1197
(2005).

7. Z. Estrov, S. Shishodia, S. Faderl, D. Harris, Q. Van, H. M. Kantarjian, M. Talpaz,
B. B. Aggarwal, Resveratrol blocks interleukin-1b-induced activation of the nuclear
transcription factor NF-kB, inhibits proliferation, causes S-phase arrest, and induces
apoptosis of acute myeloid leukemia cells. Blood 102, 987–995 (2003).

8. P. Signorelli, R. Ghidoni, Resveratrol as an anticancer nutrient: Molecular basis, open
questions and promises. J. Nutr. Biochem. 16, 449–466 (2005).

9. S. Das, D. K. Das, Resveratrol: A therapeutic promise for cardiovascular diseases.
Recent Pat. Cardiovasc. Drug Discov. 2, 133–138 (2007).

10. S. Das, D. K. Das, Anti-inflammatory responses of resveratrol. Inflamm. Allergy
Drug Targets 6, 168–173 (2007).

11. O. Vang, What is new for resveratrol? Is a new set of recommendations necessary?
Ann. N. Y. Acad. Sci. 1290, 1–11 (2013).

12. J. Tomé-Carneiro, M. Larrosa, A. González-Sarrías, F. A. Tomás-Barberán,
M. T. García-Conesa, J. C. Espín, Resveratrol and clinical trials: The crossroad from in vitro
studies to human evidence. Curr. Pharm. Des. 19, 6064–6093 (2013).

13. J. M. Smoliga, E. S. Colombo, M. J. Campen, A healthier approach to clinical trials
evaluating resveratrol for primary prevention of age-related diseases in healthy
populations. Aging 5, 495–506 (2013).

14. R. S. Turner, R. G. Thomas, S. Craft, C. H. van Dyck, J. Mintzer, B. A. Reynolds, J. B. Brewer,
R. A. Rissman, R. Raman, P. S. Aisen; Alzheimer’s Disease Cooperative Study, A
randomized, double-blind, placebo-controlled trial of resveratrol for Alzheimer disease.
Neurology 85, 1383–1391 (2015).

15. O. Vang, Resveratrol: Challenges in analyzing its biological effects. Ann. N. Y. Acad. Sci.
1348, 161–170 (2015).

16. R. H. X. Wong, R. S. Nealon, A. Scholey, P. R. C. Howe, Low dose resveratrol improves
cerebrovascular function in type 2 diabetes mellitus. Nutr. Metab. Cardiovasc. Dis.
26, 393–399 (2016).

17. S.-J. Lin, P.-A. Defossez, L. Guarente, Requirement of NAD and SIR2 for life-span
extension by calorie restriction in Saccharomyces cerevisiae. Science 289, 2126–2128
(2000).

18. K. T. Howitz, K. J. Bitterman, H. Y. Cohen, D. W. Lamming, S. Lavu, J. G. Wood, R. E. Zipkin,
P. Chung, A. Kisielewski, L.-L. Zhang, B. Scherer, D. A. Sinclair, Small molecule
activators of sirtuins extend Saccharomyces cerevisiae lifespan. Nature 425, 191–196
(2003).

19. M. Gertz, G. T. Nguyen, F. Fischer, B. Suenkel, C. Schlicker, B. Fränzel, J. Tomaschewski,
F. Aladini, C. Becker, D. Wolters, C. Steegborn, A molecular mechanism for direct
sirtuin activation by resveratrol. PLOS ONE 7, e49761 (2012).

20. J. A. Baur, K. J. Pearson, N. L. Price, H. A. Jamieson, C. Lerin, A. Kalra, V. V. Prabhu,
J. S. Allard, G. Lopez-Lluch, K. Lewis, P. J. Pistell, S. Poosala, K. G. Becker, O. Boss,
D. Gwinn, M. Wang, S. Ramaswamy, K. W. Fishbein, R. G. Spencer, E. G. Lakatta,
D. Le Couteur, R. J. Shaw, P. Navas, P. Puigserver, D. K. Ingram, R. de Cabo,
D. A. Sinclair, Resveratrol improves health and survival of mice on a high-calorie diet.
Nature 444, 337–342 (2006).

21. A. Satoh, C. S. Brace, N. Rensing, P. Cliften, D. F. Wozniak, E. D. Herzog, K. A. Yamada,
S.-i. Imai, Sirt1 extends life span and delays aging in mice through the regulation of Nk2
homeobox 1 in the DMH and LH. Cell Metab. 18, 416–430 (2013).

22. Y. Kanfi, S. Naiman, G. Amir, V. Peshti, G. Zinman, L. Nahum, Z. Bar-Joseph,
H. Y. Cohen, The sirtuin SIRT6 regulates lifespan in male mice. Nature 483, 218–221
(2012).

23. A. S. Banks, N. Kon, C. Knight, M. Matsumoto, R. Gutiérrez-Juárez, L. Rossetti, W. Gu,
D. Accili, SirT1 gain of function increases energy efficiency and prevents diabetes in
mice. Cell Metab. 8, 333–341 (2008).

24. D. Herranz, M. Serrano, SIRT1: Recent lessons from mouse models. Nat. Rev. Cancer 10,
819–823 (2010).

25. D. Herranz, M. Muñoz-Martin, M. Cañamero, F. Mulero, B. Martinez-Pastor,
O. Fernandez-Capetillo, M. Serrano, Sirt1 improves healthy ageing and protects from
metabolic syndrome-associated cancer. Nat. Commun. 1, 3 (2010).

26. G. Donmez, L. Guarente, Aging and disease: Connections to sirtuins. Aging Cell 9,
285–290 (2010).

27. G. Donmez, D. Wang, D. E. Cohen, L. Guarente, SIRT1 suppresses b-amyloid production
by activating the a-secretase gene ADAM10. Cell 142, 320–332 (2010).

S C I ENCE S I GNAL ING | R E S EARCH ART I C L E

Craveiro et al., Sci. Signal. 10, eaal3024 (2017) 17 October 2017 11 of 14

 on February 27, 2018
http://stke.sciencem

ag.org/
D

ow
nloaded from

 

www.SCIENCESIGNALING.org     17 October 2017     Vol 10 Issue 501 aal3024

http://www.ScienceSignaling.org


70

R E S E A R C H  A R T I C L E

28. P. T. Pfluger, D. Herranz, S. Velasco-Miguel, M. Serrano, M. H. Tschöp, Sirt1 protects
against high-fat diet-induced metabolic damage. Proc. Natl. Acad. Sci. U.S.A. 105,
9793–9798 (2008).

29. J. Sequeira, G. Boily, S. Bazinet, S. Saliba, X. He, K. Jardine, C. Kennedy, W. Staines,
C. Rousseaux, R. Mueller, M. W. McBurney, sirt1-null mice develop an autoimmune-like
condition. Exp. Cell Res. 314, 3069–3074 (2008).

30. J. Zhang, S.-M. Lee, S. Shannon, B. Gao, W. Chen, A. Chen, R. Divekar, M. W. McBurney,
H. Braley-Mullen, H. Zaghouani, D. Fang, The type III histone deacetylase Sirt1 is
essential for maintenance of T cell tolerance in mice. J. Clin. Invest. 119, 3048–3058
(2009).

31. A. Purushotham, T. T. Schug, Q. Xu, S. Surapureddi, X. Guo, X. Li, Hepatocyte-specific
deletion of SIRT1 alters fatty acid metabolism and results in hepatic steatosis and
inflammation. Cell Metab. 9, 327–338 (2009).

32. H.-L. Cheng, R. Mostoslavsky, S. Saito, J. P. Manis, Y. Gu, P. Patel, R. Bronson, E. Appella,
F. W. Alt, K. F. Chua, Developmental defects and p53 hyperacetylation in Sir2
homolog (SIRT1)-deficient mice. Proc. Natl. Acad. Sci. U.S.A. 100, 10794–10799 (2003).

33. S. Kong, S.-J. Kim, B. Sandal, S.-M. Lee, B. Gao, D. D. Zhang, D. Fang, The type III
histone deacetylase Sirt1 protein suppresses p300-mediated histone H3 lysine 56
acetylation at Bclaf1 promoter to inhibit T cell activation. J. Biol. Chem. 286,
16967–16975 (2011).

34. V. K. Nimmagadda, C. T. Bever, N. R. Vattikunta, S. Talat, V. Ahmad, N. K. Nagalla,
D. Trisler, S. I. V. Judge, W. Royal III, K. Chandrasekaran, J. W. Russell, T. K. Makar,
Overexpression of SIRT1 protein in neurons protects against experimental
autoimmune encephalomyelitis through activation of multiple SIRT1 targets.
J. Immunol. 190, 4595–4607 (2013).

35. Y. Wang, Y. Bi, C. Li, Y. Li, Z. Zhang, J. Wang, Y. Lu, Q. Yu, H. Su, H. Yang, G. Liu, Histone
deacetylase SIRT1 negatively regulates the differentiation of interleukin-9-producing
CD4+ T Cells. Immunity 44, 11337–11349 (2016).

36. H. W. Lim, S. G. Kang, J. K. Ryu, B. Schilling, M. Fei, I. S. Lee, A. Kehasse, K. Shirakawa,
M. Yokoyama, M. Schnölzer, H. G. Kasler, H.-S. Kwon, B. W. Gibson, H. Sato, K. Akassoglou,
C. Xiao, D. R. Littman, M. Ott, E. Verdin, SIRT1 deacetylates RORgt and enhances
Th17 cell generation. J. Exp. Med. 212, 607–617 (2015).

37. N. J. Maciver, R. D. Michalek, J. C. Rathmell, Metabolic regulation of T lymphocytes.
Annu. Rev. Immunol. 31, 259–283 (2013).

38. G. J. W. van der Windt, E. L. Pearce, Metabolic switching and fuel choice during T-cell
differentiation and memory development. Immunol. Rev. 249, 27–42 (2012).

39. E. L. Pearce, E. J. Pearce, Metabolic pathways in immune cell activation and quiescence.
Immunity 38, 633–643 (2013).

40. R. H. Houtkooper, E. Pirinen, J. Auwerx, Sirtuins as regulators of metabolism and
healthspan. Nat. Rev. Mol. Cell Biol. 13, 225–238 (2012).

41. C. Cantó, R. H. Houtkooper, E. Pirinen, D. Y. Youn, M. H. Oosterveer, Y. Cen,
P. J. Fernandez-Marcos, H. Yamamoto, P. A. Andreux, P. Cettour-Rose, K. Gademann,
C. Rinsch, K. Schoonjans, A. A. Sauve, J. Auwerx, The NAD+ precursor nicotinamide
riboside enhances oxidative metabolism and protects against high-fat diet-induced
obesity. Cell Metab. 15, 838–847 (2012).

42. R. Cerutti, E. Pirinen, C. Lamperti, S. Marchet, A. A. Sauve, W. Li, V. Leoni, E. A. Schon,
F. Dantzer, J. Auwerx, C. Viscomi, M. Zeviani, NAD+-dependent activation of Sirt1
corrects the phenotype in a mouse model of mitochondrial disease. Cell Metab. 19,
1042–1049 (2014).

43. G. Xuzhu, M. Komai-Koma, B. P. Leung, H. S. Howe, C. McSharry, I. B. McInnes, D. Xu,
Resveratrol modulates murine collagen-induced arthritis by inhibiting Th17 and B-cell
function. Ann. Rheum. Dis. 71, 129–135 (2012).

44. R. Falchetti, M. P. Fuggetta, G. Lanzilli, M. Tricarico, G. Ravagnan, Effects of resveratrol on
human immune cell function. Life Sci. 70, 81–96 (2001).

45. Y. Yang, J. H. Paik, D. Cho, J.-A. Cho, C.-W. Kim, Resveratrol induces the suppression of
tumor-derived CD4+CD25+ regulatory T cells. Int. Immunopharmacol. 8, 542–547 (2008).

46. S.-L. Wu, L. Yu, X.-Y. Jiao, K.-W. Meng, C.-E. Pan, The suppressive effect of resveratrol
on protein kinase Cq in peripheral blood T lymphocytes in a rat liver transplantation
model. Transplant. Proc. 38, 3052–3054 (2006).

47. S. A. Gatz, L. Wiesmüller, Take a break—Resveratrol in action on DNA. Carcinogenesis 29,
321–332 (2008).

48. N. G. Denissova, C. M. Nasello, P. L. Yeung, J. A. Tischfield, M. A. Brenneman, Resveratrol
protects mouse embryonic stem cells from ionizing radiation by accelerating
recovery from DNA strand breakage. Carcinogenesis 33, 149–155 (2012).

49. M. J. Burkitt, J. Duncan, Effects of trans-resveratrol on copper-dependent hydroxyl-
radical formation and DNA damage: Evidence for hydroxyl-radical scavenging and a
novel, glutathione-sparing mechanism of action. Arch. Biochem. Biophys. 381, 253–263
(2000).

50. R.-H. Wang, K. Sengupta, C. Li, H.-S. Kim, L. Cao, C. Xiao, S. Kim, X. Xu, Y. Zheng,
B. Chilton, R. Jia, Z.-M. Zheng, E. Appella, X. W. Wang, T. Ried, C.-X. Deng, Impaired
DNA damage response, genome instability, and tumorigenesis in SIRT1 mutant mice.
Cancer Cell 14, 312–323 (2008).

51. H. D. Halicka, H. Zhao, J. Li, Y. S. Lee, T. C. Hsieh, J. M. Wu, Z. Darzynkiewicz, Potential
anti-aging agents suppress the level of constitutive mTOR- and DNA damage- signaling.
Aging 4, 952–965 (2012).

52. A. Tyagi, R. P. Singh, C. Agarwal, S. Siriwardana, R. A. Sclafani, R. Agarwal, Resveratrol
causes Cdc2-tyr15 phosphorylation via ATM/ATR-Chk1/2-Cdc25C pathway as a
central mechanism for S phase arrest in human ovarian carcinoma Ovcar-3 cells.
Carcinogenesis 26, 1978–1987 (2005).

53. D. J. Colin, E. Limagne, K. Ragot, G. Lizard, F. Ghiringhelli, É. Solary, B. Chauffert,
N. Latruffe, D. Delmas, The role of reactive oxygen species and subsequent DNA-
damage response in the emergence of resistance towards resveratrol in colon cancer
models. Cell Death Dis. 5, e1533 (2014).

54. A. Rashid, C. Liu, T. Sanli, E. Tsiani, G. Singh, R. G. Bristow, I. Dayes, H. Lukka, J. Wright,
T. Tsakiridis, Resveratrol enhances prostate cancer cell response to ionizing radiation.
Modulation of the AMPK, Akt and mTOR pathways. Radiat. Oncol. 6, 144 (2011).

55. E. H. Heiss, Y. D. C. Schilder, V. M. Dirsch, Chronic treatment with resveratrol induces
redox stress- and ataxia telangiectasia-mutated (ATM)-dependent senescence in
p53-positive cancer cells. J. Biol. Chem. 282, 26759–26766 (2007).

56. A. R. Hussain, S. Uddin, R. Bu, O. S. Khan, S. O. Ahmed, M. Ahmed, K. S. Al-Kuraya,
Resveratrol suppresses constitutive activation of AKT via generation of ROS and induces
apoptosis in diffuse large B cell lymphoma cell lines. PLOS ONE 6, e24703 (2011).

57. H. Luo, A. Yang, B. A. Schulte, M. J. Wargovich, G. Y. Wang, Resveratrol induces
premature senescence in lung cancer cells via ROS-mediated DNA damage.
PLOS ONE 8, e60065 (2013).

58. K. Fukuhara, M. Nagakawa, I. Nakanishi, K. Ohkubo, K. Imai, S. Urano, S. Fukuzumi,
T. Ozawa, N. Ikota, M. Mochizuki, N. Miyata, H. Okuda, Structural basis for DNA-cleaving
activity of resveratrol in the presence of Cu(II). Bioorg. Med. Chem. 14, 1437–1443 (2006).

59. N. Ahmad, V. M. Adhami, F. Afaq, D. K. Feyes, H. Mukhtar, Resveratrol causes
WAF-1/p21-mediated G1-phase arrest of cell cycle and induction of apoptosis in
human epidermoid carcinoma A431 cells. Clin. Cancer Res. 7, 1466–1473 (2001).

60. T. Sperka, J. Wang, K. L. Rudolph, DNA damage checkpoints in stem cells, ageing and
cancer. Nat. Rev. Mol. Cell Biol. 13, 579–590 (2012).

61. M. K. Zeman, K. A. Cimprich, Causes and consequences of replication stress.
Nat. Cell Biol. 16, 2–9 (2014).

62. A. C. Carrano, E. Eytan, A. Hershko, M. Pagano, SKP2 is required for ubiquitin-mediated
degradation of the CDK inhibitor p27. Nat. Cell Biol. 1, 193–199 (1999).

63. H. Sutterlüty, E. Chatelain, A. Marti, C. Wirbelauer, M. Senften, U. Muller, W. Krek,
p45SKP2 promotes p27Kip1 degradation and induces S phase in quiescent cells.
Nat. Cell Biol. 1, 207–214 (1999).

64. S. Colombetti, V. Basso, D. L. Mueller, A. Mondino, Prolonged TCR/CD28 engagement
drives IL-2-independent T cell clonal expansion through signaling mediated by the
mammalian target of rapamycin. J. Immunol. 176, 2730–2738 (2006).

65. S. Sauer, L. Bruno, A. Hertweck, D. Finlay, M. Leleu, M. Spivakov, Z. A. Knight, B. S. Cobb,
D. Cantrell, E. O’Connor, K. M. Shokat, A. G. Fisher, M. Merkenschlager, T cell receptor
signaling controls Foxp3 expression via PI3K, Akt, and mTOR. Proc. Natl. Acad. Sci. U.S.A.
105, 7797–7802 (2008).

66. G. M. Delgoffe, T. P. Kole, Y. Zheng, P. E. Zarek, K. L. Matthews, B. Xiao, P. F. Worley,
S. C. Kozma, J. D. Powell, The mTOR kinase differentially regulates effector and
regulatory T cell lineage commitment. Immunity 30, 832–844 (2009).

67. M. Laplante, D. M. Sabatini, mTOR signaling at a glance. J. Cell Sci. 122, 3589–3594
(2009).

68. S. Sengupta, T. R. Peterson, D. M. Sabatini, Regulation of the mTOR complex 1 pathway
by nutrients, growth factors, and stress. Mol. Cell 40, 310–322 (2010).

69. H. S. Ghosh, M. McBurney, P. D. Robbins, SIRT1 negatively regulates the mammalian
target of rapamycin. PLOS ONE 5, e9199 (2010).

70. S. Hong, B. Zhao, D. B. Lombard, D. C. Fingar, K. Inoki, Cross-talk between sirtuin and
mammalian target of rapamycin complex 1 (mTORC1) signaling in the regulation of S6
kinase 1 (S6K1) phosphorylation. J. Biol. Chem. 289, 13132–13141 (2014).

71. Y. Wang, Y. Bi, X. Chen, C. Li, Y. Li, Z. Zhang, J. Wang, Y. Lu, Q. Yu, H. Su, H. Yang, G. Liu,
Histone deacetylase SIRT1 negatively regulates the differentiation of interleukin-9-
producing CD4+ T cells. Immunity 44, 1337–1349 (2016).

72. N. Manel, S. Kinet, J.-L. Battini, F. J. Kim, N. Taylor, M. Sitbon, The HTLV receptor is an
early T-cell activation marker whose expression requires de novo protein synthesis.
Blood 101, 1913–1918 (2003).

73. M. Lavanya, S. Kinet, A. Montel-Hagen, C. Mongellaz, J.-L. Battini, M. Sitbon, N. Taylor,
Cell surface expression of the bovine leukemia virus-binding receptor on B and T
lymphocytes is induced by receptor engagement. J. Immunol. 181, 891–898 (2008).

74. Y. Tang, J. Xu, W. Qu, X. Peng, P. Xin, X. Yang, C. Ying, X. Sun, L. Hao, Resveratrol reduces
vascular cell senescence through attenuation of oxidative stress by SIRT1/NADPH
oxidase-dependent mechanisms. J. Nutr. Biochem. 23, 1410–1416 (2012).

75. X. B. Wang, L. Zhu, J. Huang, Y. G. Yin, X. Q. Kong, Q. F. Rong, A. W. Shi, K. J. Cao,
Resveratrol-induced augmentation of telomerase activity delays senescence of
endothelial progenitor cells. Chin Med J (Engl) 124, 4310–4315 (2011).

S C I ENCE S I GNAL ING | R E S EARCH ART I C L E

Craveiro et al., Sci. Signal. 10, eaal3024 (2017) 17 October 2017 12 of 14

 on February 27, 2018
http://stke.sciencem

ag.org/
D

ow
nloaded from

 

www.SCIENCESIGNALING.org     17 October 2017     Vol 10 Issue 501 aal3024

http://www.ScienceSignaling.org


71

R E S E A R C H  A R T I C L E

76. Z. Gao, M. S. Xu, T. L. Barnett, C. W. Xu, Resveratrol induces cellular senescence with
attenuated mono-ubiquitination of histone H2B in glioma cells. Biochem. Biophys.
Res. Commun. 407, 271–276 (2011).

77. L. Peltz, J. Gomez, M. Marquez, F. Alencastro, N. Atashpanjeh, T. Quang, T. Bach, Y. Zhao,
Resveratrol exerts dosage and duration dependent effect on human mesenchymal
stem cell development. PLOS ONE 7, e37162 (2012).

78. S. Yamashita, K. Ogawa, T. Ikei, M. Udono, T. Fujiki, Y. Katakura, SIRT1 prevents replicative
senescence of normal human umbilical cord fibroblast through potentiating the
transcription of human telomerase reverse transcriptase gene. Biochem. Biophys.
Res. Commun. 417, 630–634 (2012).

79. O. Fernandez-Capetillo, A. Celeste, A. Nussenzweig, Focusing on foci: H2AX and the
recruitment of DNA-damage response factors. Cell Cycle 2, 426–427 (2003).

80. M. Fragkos, J. Jurvansuu, P. Beard, H2AX is required for cell cycle arrest via the p53/p21
pathway. Mol. Cell. Biol. 29, 2828–2840 (2009).

81. I. M. Ward, J. Chen, Histone H2AX is phosphorylated in an ATR-dependent manner in
response to replicational stress. J. Biol. Chem. 276, 47759–47762 (2001).

82. Z. Feng, H. Zhang, A. J. Levine, S. Jin, The coordinate regulation of the p53 and mTOR
pathways in cells. Proc. Natl. Acad. Sci. U.S.A. 102, 8204–8209 (2005).

83. R. G. Jones, D. R. Plas, S. Kubek, M. Buzzai, J. Mu, Y. Xu, M. J. Birnbaum, C. B. Thompson,
AMP-activated protein kinase induces a p53-dependent metabolic checkpoint.
Mol. Cell 18, 283–293 (2005).

84. K. H. Vousden, K. M. Ryan, p53 and metabolism. Nat. Rev. Cancer 9, 691–700 (2009).
85. J. Smith, L. M. Tho, N. Xu, D. A. Gillespie, The ATM–Chk2 and ATR–Chk1 pathways in DNA

damage signaling and cancer. Adv. Cancer Res. 108, 73–112 (2010).
86. L. I. Toledo, M. Murga, P. Gutierrez-Martinez, R. Soria, O. Fernandez-Capetillo, ATR

signaling can drive cells into senescence in the absence of DNA breaks. Genes Dev. 22,
297–302 (2008).

87. G. Lossaint, E. Besnard, D. Fisher, J. Piette, V. Dulic, Chk1 is dispensable for G2 arrest in
response to sustained DNA damage when the ATM/p53/p21 pathway is functional.
Oncogene 30, 4261–4274 (2011).

88. C. Evrin, P. Clarke, J. Zech, R. Lurz, J. Sun, S. Uhle, H. Li, B. Stillman, C. Speck, A double-
hexameric MCM2-7 complex is loaded onto origin DNA during licensing of eukaryotic
DNA replication. Proc. Natl. Acad. Sci. U.S.A. 106, 20240–20245 (2009).

89. D. Cortez, G. Glick, S. J. Elledge, Minichromosome maintenance proteins are direct
targets of the ATM and ATR checkpoint kinases. Proc. Natl. Acad. Sci. U.S.A. 101,
10078–10083 (2004).

90. K. A. Cimprich, D. Cortez, ATR: An essential regulator of genome integrity. Nat. Rev.
Mol. Cell Biol. 9, 616–627 (2008).

91. R. Prevo, E. Fokas, P. M. Reaper, P. A. Charlton, J. R. Pollard, W. G. McKenna, R. J. Muschel,
T. B. Brunner, The novel ATR inhibitor VE-821 increases sensitivity of pancreatic
cancer cells to radiation and chemotherapy. Cancer Biol. Ther. 13, 1072–1081 (2012).

92. J. Vávrová, L. Zárybnická, E. Lukášová, M. Řezáčová, E. Novotná, Z. Šinkorová, A. Tichý,
J. Pejchal, K. Ďurišová, Inhibition of ATR kinase with the selective inhibitor VE-821 results
in radiosensitization of cells of promyelocytic leukaemia (HL-60). Radiat. Environ.
Biophys. 52, 471–479 (2013).

93. K. Nakano, K. H. Vousden, PUMA, a novel proapoptotic gene, is induced by p53.
Mol. Cell 7, 683–694 (2001).

94. C. R. B. Berkers, O. D. K. Maddocks, E. C. Cheung, I. Mor, K. H. Vousden, Metabolic
regulation by p53 family members. Cell Metab. 18, 617–633 (2013).

95. E. Gottlieb, K. H. Vousden, p53 regulation of metabolic pathways. Cold Spring Harb.
Perspect. Biol. 2, a001040 (2010).

96. K. M. Aird, R. Zhang, Nucleotide metabolism, oncogene-induced senescence and cancer.
Cancer Lett. 356, 204–210 (2015).

97. K. Bensaad, A. Tsuruta, M. A. Selak, M. N. C. Vidal, K. Nakano, R. Bartrons, E. Gottlieb,
K. H. Vousden, TIGAR, a p53-inducible regulator of glycolysis and apoptosis. Cell 126,
107–120 (2006).

98. H. Kondoh, M. E. Lleonart, J. Gil, J. Wang, P. Degan, G. Peters, D. Martinez, A. Carnero,
D. Beach, Glycolytic enzymes can modulate cellular life span. Cancer Res. 65, 177–185
(2005).

99. A. M. Puzio-Kuter, The role of p53 in metabolic regulation. Genes Cancer 2, 385–391
(2011).

100. M. Nakaya, Y. Xiao, X. Zhou, J.-H. Chang, M. Chang, X. Cheng, M. Blonska, X. Lin, S.-C. Sun,
Inflammatory T cell responses rely on amino acid transporter ASCT2 facilitation of
glutamine uptake and mTORC1 kinase activation. Immunity 40, 692–705 (2014).

101. W. Hu, C. Zhang, R. Wu, Y. Sun, A. Levine, Z. Feng, Glutaminase 2, a novel p53 target
gene regulating energy metabolism and antioxidant function. Proc. Natl. Acad. Sci. U.S.A.
107, 7455–7460 (2010).

102. S. Suzuki, T. Tanaka, M. V. Poyurovsky, H. Nagano, T. Mayama, S. Ohkubo, M. Lokshin,
H. Hosokawa, T. Nakayama, Y. Suzuki, S. Sugano, E. Sato, T. Nagao, K. Yokote, I. Tatsuno,
C. Prives, Phosphate-activated glutaminase (GLS2), a p53-inducible regulator of
glutamine metabolism and reactive oxygen species. Proc. Natl. Acad. Sci. U.S.A. 107,
7461–7466 (2010).

103. S. Matoba, J.-G. Kang, W. D. Patino, A. Wragg, M. Boehm, O. Gavrilova, P. J. Hurley,
F. Bunz, P. M. Hwang, p53 regulates mitochondrial respiration. Science 312, 1650–1653
(2006).

104. W. Ma, H. Sung, J. Park, S. Matoba, P. Hwang, A pivotal role for p53: Balancing aerobic
respiration and glycolysis. J. Bioenerg. Biomembr. 39, 243–246 (2007).

105. X.-d. Zhang, Z.-h. Qin, J. Wang, The role of p53 in cell metabolism. Acta Pharmacol. Sin.
31, 1208–1212 (2010).

106. E. L. Pearce, M. C. Poffenberger, C.-H. Chang, R. G. Jones, Fueling immunity: Insights into
metabolism and lymphocyte function. Science 342, 1242454 (2013).

107. G. M. Delgoffe, K. N. Pollizzi, A. T. Waickman, E. Heikamp, D. J. Meyers, M. R. Horton,
B. Xiao, P. F. Worley, J. D. Powell, The kinase mTOR regulates the differentiation of helper
T cells through the selective activation of signaling by mTORC1 and mTORC2.
Nat. Immunol. 12, 295–303 (2011).

108. M. D. Buck, D. O’Sullivan, E. L. Pearce, T cell metabolism drives immunity. J. Exp. Med.
212, 1345–1360 (2015).

109. D. Klysz, X. Tai, P. A. Robert, M. Craveiro, G. Cretenet, L. Oburoglu, C. Mongellaz, S. Floess,
V. Fritz, M. I. Matias, C. Yong, N. Surh, J. C. Marie, J. Huehn, V. Zimmermann, S. Kinet,
V. Dardalhon, N. Taylor, Glutamine-dependent a-ketoglutarate production regulates the
balance between T helper 1 cell and regulatory T cell generation. Sci. Signal. 8, ra97
(2015).

110. R. J. DeBerardinis, A. Mancuso, E. Daikhin, I. Nissim, M. Yudkoff, S. Wehrli,
C. B. Thompson, Beyond aerobic glycolysis: Transformed cells can engage in
glutamine metabolism that exceeds the requirement for protein and nucleotide
synthesis. Proc. Natl. Acad. Sci. U.S.A. 104, 19345–19350 (2007).

111. C. A. Lyssiotis, J. Son, L. C. Cantley, A. C. Kimmelman, Pancreatic cancers rely on a novel
glutamine metabolism pathway to maintain redox balance. Cell Cycle 12, 1987–1988
(2013).

112. J. Son, C. A. Lyssiotis, H. Ying, X. Wang, S. Hua, M. Ligorio, R. M. Perera, C. R. Ferrone,
E. Mullarky, N. Shyh-Chang, Y. Kang, J. B. Fleming, N. Bardeesy, J. M. Asara, M. C. Haigis,
R. A. DePinho, L. C. Cantley, A. C. Kimmelman, Glutamine supports pancreatic cancer
growth through a KRAS-regulated metabolic pathway. Nature 496, 101–105 (2013).

113. E. Lubberts, The IL-23-IL-17 axis in inflammatory arthritis. Nat. Rev. Rheumatol. 11,
415–429 (2015).

114. N. L. Price, A. P. Gomes, A. J. Y. Ling, F. V. Duarte, A. Martin-Montalvo, B. J. North,
B. Agarwal, L. Ye, G. Ramadori, J. S. Teodoro, B. P. Hubbard, A. T. Varela, J. G. Davis,
B. Varamini, A. Hafner, R. Moaddel, A. P. Rolo, R. Coppari, C. M. Palmeira, R. de Cabo,
J. A. Baur, D. A. Sinclair, SIRT1 is required for AMPK activation and the beneficial effects
of resveratrol on mitochondrial function. Cell Metab. 15, 675–690 (2012).

115. T. F. Liu, C. E. McCall, Deacetylation by SIRT1 reprograms inflammation and cancer.
Genes Cancer 4, 135–147 (2013).

116. M. Jang, L. Cai, G. O. Udeani, K. V. Slowing, C. F. Thomas, C. W. Beecher, H. H. Fong,
N. R. Farnsworth, A. D. Kinghorn, R. G. Mehta, R. C. Moon, J. M. Pezzuto, Cancer
chemopreventive activity of resveratrol, a natural product derived from grapes.
Science 275, 218–220 (1997).

117. K. Fukuhara, N. Miyata, Resveratrol as a new type of DNA-cleaving agent. Bioorg. Med.
Chem. Lett. 8, 3187–3192 (1998).

118. M. Subramanian, U. Shadakshari, S. Chattopadhyay, A mechanistic study on the
nuclease activities of some hydroxystilbenes. Bioorg. Med. Chem. 12, 1231–1237 (2004).

119. S. A. Gatz, M. Keimling, C. Baumann, T. Dörk, K.-M. Debatin, S. Fulda, L. Wiesmuller,
Resveratrol modulates DNA double-strand break repair pathways in an ATM/ATR–p53-
and –Nbs1-dependent manner. Carcinogenesis 29, 519–527 (2008).

120. L. Bosch-Presegue, A. Vaquero, The dual role of sirtuins in cancer. Genes Cancer 2,
648–662 (2011).

121. B. E. Stead, C. J. Brandl, M. K. Sandre, M. J. Davey, Mcm2 phosphorylation and the
response to replicative stress. BMC Genet. 13, 36 (2012).

122. S. Sengupta, C. C. Harris, p53: Traffic cop at the crossroads of DNA repair and
recombination. Nat. Rev. Mol. Cell Biol. 6, 44–55 (2005).

123. E. Kim, A. Giese, W. Deppert, Wild-type p53 in cancer cells: When a guardian turns into a
blackguard. Biochem. Pharmacol. 77, 11–20 (2009).

124. O. D. K. Maddocks, K. H. Vousden, Metabolic regulation by p53. J. Mol. Med. 89, 237–245
(2011).

125. S. Mazurek, W. Zwerschke, P. Jansen-Dürr, E. Eigenbrodt, Metabolic cooperation
between different oncogenes during cell transformation: Interaction between activated
ras and HPV-16 E7. Oncogene 20, 6891–6898 (2001).

126. J. Kaplon, L. Zheng, K. Meissl, B. Chaneton, V. A. Selivanov, G. Mackay, S. H. van der Burg,
E. M. E. Verdegaal, M. Cascante, T. Shlomi, E. Gottlieb, D. S. Peeper, A key role for
mitochondrial gatekeeper pyruvate dehydrogenase in oncogene-induced senescence.
Nature 498, 109–112 (2013).

127. M. Li, K. R. Durbin, S. M. Sweet, J. D. Tipton, Y. Zheng, N. L. Kelleher, Oncogene-induced
cellular senescence elicits an anti-Warburg effect. Proteomics 13, 2585–2596 (2013).

128. R. D. Michalek, V. A. Gerriets, S. R. Jacobs, A. N. Macintyre, N. J. MacIver, E. F. Mason,
S. A. Sullivan, A. G. Nichols, J. C. Rathmell, Cutting edge: Distinct glycolytic and lipid

S C I ENCE S I GNAL ING | R E S EARCH ART I C L E

Craveiro et al., Sci. Signal. 10, eaal3024 (2017) 17 October 2017 13 of 14

 on February 27, 2018
http://stke.sciencem

ag.org/
D

ow
nloaded from

 

www.SCIENCESIGNALING.org     17 October 2017     Vol 10 Issue 501 aal3024

http://www.ScienceSignaling.org


72

R E S E A R C H  A R T I C L E

oxidative metabolic programs are essential for effector and regulatory CD4+ T cell
subsets. J. Immunol. 186, 3299–3303 (2011).

129. C.-H. Chang, J. D. Curtis, L. B. Maggi Jr., B. Faubert, A. V. Villarino, D. O’Sullivan,
S. C.-C. Huang, G. J. W. van der Windt, J. Blagih, J. Qiu, J. D. Weber, E. J. Pearce, R. G. Jones,
E. L. Pearce, Posttranscriptional control of T cell effector function by aerobic glycolysis.
Cell 153, 1239–1251 (2013).

130. M. Sukumar, J. Liu, Y. Ji, M. Subramanian, J. G. Crompton, Z. Yu, R. Roychoudhuri,
D. C. Palmer, P. Muranski, E. D. Karoly, R. P. Mohney, C. A. Klebanoff, A. Lal, T. Finkel,
N. P. Restifo, L. Gattinoni, Inhibiting glycolytic metabolism enhances CD8+ T cell
memory and antitumor function. J. Clin. Invest. 123, 4479–4488 (2013).

131. C.-H. Chang, J. Qiu, D. O’Sullivan, M. D. Buck, T. Noguchi, J. D. Curtis, Q. Chen, M. Gindin,
M. M. Gubin, G. J. W. van der Windt, E. Tonc, R. D. Schreiber, E. J. Pearce, E. L. Pearce,
Metabolic competition in the tumor microenvironment is a driver of cancer progression.
Cell 162, 1229–1241 (2015).

132. P.-C. Ho, J. D. Bihuniak, A. N. Macintyre, M. Staron, X. Liu, R. Amezquita, Y.-C. Tsui, G. Cui,
G. Micevic, J. C. Perales, S. H. Kleinstein, E. D. Abel, K. L. Insogna, S. Feske, J. W. Locasale,
M. W. Bosenberg, J. C. Rathmell, S. M. Kaech, Phosphoenolpyruvate is a metabolic
checkpoint of anti-tumor T cell responses. Cell 162, 1217–1228 (2015).

133. G. Cretenet, I. Clerc, M. Matias, S. Loisel, M. Craveiro, L. Oburoglu, S. Kinet, C. Mongellaz,
V. Dardalhon, N. Taylor, Cell surface Glut1 levels distinguish human CD4 and
CD8 T lymphocyte subsets with distinct effector functions. Sci. Rep. 6, 24129
(2016).

134. L. V. Sinclair, J. Rolf, E. Emslie, Y.-B. Shi, P. M. Taylor, D. A. Cantrell, Control of
amino-acid transport by antigen receptors coordinates the metabolic reprogramming
essential for T cell differentiation. Nat. Immunol. 14, 500–508 (2013).

135. A. N. Macintyre, V. A. Gerriets, A. G. Nichols, R. D. Michalek, M. C. Rudolph, D. Deoliveira,
S. M. Anderson, E. D. Abel, B. J. Chen, L. P. Hale, J. C. Rathmell, The glucose
transporter Glut1 is selectively essential for CD4 T cell activation and effector
function. Cell Metab. 20, 61–72 (2014).

136. P.-y. Wang, J. Li, F. L. Walcott, J.-G. Kang, M. F. Starost, S. L. Talagala, J. Zhuang,
J.-H. Park, R. D. Huffstutler, C. M. Bryla, P. L. Mai, M. Pollak, C. M. Annunziata,
S. A. Savage, A. T. Fojo, P. M. Hwang, Inhibiting mitochondrial respiration prevents cancer in
a mouse model of Li-Fraumeni syndrome. J. Clin. Invest. 127, 132–136 (2017).

137. F. J. Kim, N. Manel, E. N. Garrido, C. Valle, M. Sitbon, J.-L. Battini, HTLV-1 and -2
envelope SU subdomains and critical determinants in receptor binding.
Retrovirology 1, 41 (2004).

138. L. Swainson, S. Kinet, N. Manel, J.-L. Battini, M. Sitbon, N. Taylor, Glucose transporter
1 expression identifies a population of cycling CD4+ CD8+ human thymocytes

with high CXCR4-induced chemotaxis. Proc. Natl. Acad. Sci. U.S.A. 102, 12867–12872
(2005).

139. S. Kinet, L. Swainson, M. Lavanya, C. Mongellaz, A. Montel-Hagen, M. Craveiro,
N. Manel, J.-L. Battini, M. Sitbon, N. Taylor, Isolated receptor binding domains of
HTLV-1 and HTLV-2 envelopes bind Glut-1 on activated CD4+ and CD8+ T cells.
Retrovirology 4, 31 (2007).

Acknowledgments: We thank all members of our laboratories for discussions, scientific
critique, and continual support. We are grateful to Montpellier RIO Imaging for support in
cytometry experiments and the RAM (Animal House Network of Montpellier) animal facility of
the Institut de Génétique Moléculaire de Montpellier. We are indebted to T. Gostan of the
Service d’Analyse de Données Biologiques Complexes platform for data and biostatistical
analyses and to M. Sitbon and A. Singer for critical discussions and reading of the manuscript.
Funding: M.C. was supported by a fellowship from the Portuguese Foundation for
Science and Technology. G.C. was supported by a fellowship from the Ligue Contre le Cancer.
M.I.M. received funding from the French Ministry of Education. C.M., V. Dardalhon, V.S.Z.
and V. Dulić are supported by CNRS. N.T. is supported by INSERM. This work was supported
by funding from the Association de la Recherche contre le Cancer, French national (Agence
Nationale de la Recherche) research grants (PolarATTACK and GlutStem), Institut National du
Cancer, the European Community (contracts LSHC-CT-2005-018914 “ATTACK” and PIRG5-GA-2009-
249227 “T cell homeostasis”), and the French laboratory consortiums (Labex) EpiGenMed and
GR-Ex and support by the Labex EpiGenMed and GR-Ex programs, reference ANR-10-LABX-12-01
and ANR-11-LABX-0051. Author contributions: M.C., G.C., C.M., V. Dulić, and N.T. conceived
the project and designed the experiments. M.C., G.C., C.M., M.I.M., V.S.Z., V. Dardalhon, and
V. Dulić executed the experiments, and all authors contributed to data analyses and
interpretations of the results. M.C., G.C., C.M., V. Dulić, and N.T. wrote the manuscript, and
all authors added critical reviews and modifications. Competing interests: The authors
declare that they have no competing interests.

Submitted 1 November 2016
Accepted 29 September 2017
Published 17 October 2017
10.1126/scisignal.aal3024

Citation: M. Craveiro, G. Cretenet, C. Mongellaz, M. I. Matias, O. Caron, M. C. P. de Lima,
V. S. Zimmermann, E. Solary, V. Dardalhon, V. Dulić, N. Taylor, Resveratrol stimulates the
metabolic reprogramming of human CD4+ T cells to enhance effector function. Sci. Signal.
10, eaal3024 (2017).

S C I ENCE S I GNAL ING | R E S EARCH ART I C L E

Craveiro et al., Sci. Signal. 10, eaal3024 (2017) 17 October 2017 14 of 14

 on February 27, 2018
http://stke.sciencem

ag.org/
D

ow
nloaded from

 

www.SCIENCESIGNALING.org     17 October 2017     Vol 10 Issue 501 aal3024

http://www.ScienceSignaling.org


73

R E S E A R C H  A R T I C L E

CANCER IMMUNOLOGY Copyright © 2017

The Authors, some

rights reserved;

exclusive licensee

American Association

for the Advancement

of Science. No claim

to original U.S.

Government Works

IL-33 and ST2 mediate FAK-dependent antitumor
immune evasion through transcriptional networks
Bryan Serrels,1*† Niamh McGivern,1† Marta Canel,2 Adam Byron,1 Sarah C. Johnson,3

Henry J. McSorley,2 Niall Quinn,1 David Taggart,2 Alex Von Kreigsheim,1 Stephen M. Anderton,2

Alan Serrels,1,2* Margaret C. Frame1*

Focal adhesion kinase (FAK)mediates tumor cell–intrinsic behaviors that promote tumor growth andmetastasis.We
previously showed that FAK also induces the expression of inflammatory genes that inhibit antitumor immunity in
the microenvironment. We identified a crucial, previously unknown role for the dual-function cytokine interleukin-33
(IL-33) in FAK-dependent immune evasion. In murine squamous cell carcinoma (SCC) cells, specifically nuclear FAK
enhanced the expression of the genes encoding IL-33, the chemokine CCL5, and the soluble, secreted form of
the IL-33 receptor, called soluble ST2 (sST2). The abundance of IL-33 and CCL5 was increased in FAK-positive
SCC cells but not in normal keratinocytes. IL-33 associated with FAK in the nucleus, and the FAK–IL-33 complex inter-
actedwith a network of chromatinmodifiers and transcriptional regulators, including TAF9,WDR82, and BRD4,which
promote the activity of nuclear factor kB (NF-kB) and its induction of genes encoding chemokines, includingCCL5.We
did not detect secretion of IL-33 from FAK-positive SCC cells; thus, we propose that the increased production and
secretion of sST2 likely sequesters IL-33 secreted by other cell types within the tumor environment, thus blocking its
stimulatory effects on infiltrating host immune cells. Depleting FAK, IL-33, or sST2 from SCC cells before implantation
induced tumor regression in syngeneic mice, except when CD8+ T cells were co-depleted. Our data provide mecha-
nistic insight into how FAK controls the tumor immune environment, namely, through a transcriptional regulatory
network mediated by nuclear IL-33. Targeting this axis may boost antitumor immunity in patients.

INTRODUCTION
Reprogramming the immunosuppressive tumor environment to pro-
mote antitumor immunity is a major objective of immunomodulatory
therapies currently in clinical use or development. Cancer cells contrib-
ute to orchestrating the composition of this environment through
driving enrichment of immune cell populations with intrinsic immu-
nosuppressive function, thereby evading the antitumor activity of cyto-
toxic CD8 T cells. Identification and characterization of key molecular
pathways that regulate cancer cell expression of immune modulators,
such as chemokines and cytokines, may therefore provide new thera-
peutic strategies for use in combination immunotherapy.

Focal adhesion kinase (FAK) is a nonreceptor tyrosine kinase that
signals downstreamof integrins and growth factor receptors to control
themalignant phenotype inmultiple ways, including by regulating ad-
hesion, migration, proliferation, and survival (1). FAK is frequently
increased in abundance in human cancers (2–4) and contributes to skin,
mammary, intestinal, and prostate tumorigenesis inmousemodels (5–8).
A number of small-molecule FAK kinase inhibitors are now in early-
phase clinical trials. In addition to its role at the plasma membrane,
FAK can also translocate to the nucleus, where it can regulate gene ex-
pression (9–11). In a mouse model of skin squamous cell carcinoma
(SCC) (12), we demonstrated that nuclear FAK controls expression of
chemokines and cytokines, includingCcl5 andTgfb2, that drive increased
numbers of regulatory T (Treg) cells in the tumor environment, resulting
in protection from an antitumor CD8+ T cell response (9).

Interleukin-33 (IL-33) is a member of the IL-1 family of cytokines
and is secreted by necrotic epithelial cells and activated innate im-
mune cells or held within the cell as a nuclear factor. Secreted IL-33
binds to its cognate receptor, a heterodimeric complex composed of
ST2L [interleukin 1 receptor-like 1 (IL1RL1)] and IL-1 receptor acces-
sory protein (IL-1RAcP), to initiate activation of mitogen-activated
protein kinase and nuclear factor kB (NF-kB) (13), wherein IL-33
has potent proinflammatory functions and is considered a “danger”
signal. IL-33 released into the tumor environment has been suggested
to both inhibit (14) and promote tumor formation (15), indicating
that IL-33’s roles in cancer development and progression are unclear.
IL-33 can also localize to the nucleus, where it either activates or re-
presses transcription through association with the transcription factor
NF-kB or the NF-kB p65 promoter, respectively (16, 17). The precise
mechanisms that underpin IL-33’s regulation of transcription are not
well understood.

ST2, a component of the IL-33 receptor complex, can exist as a
functional transmembrane receptor (ST2L) or as a shorter secreted de-
coy receptor [soluble ST2 (sST2)] (13). ST2L is present on the cell sur-
face of several hematopoietic cells, including T cells, macrophages,
neutrophils, and myeloid-derived suppressor cells (MDSCs), and acti-
vation of downstream signaling can alter cytokine production or immu-
nosuppressive capacity (14, 18). ST2L of host immune cells is required
for tumor clearance; hence, it has been linked to the antitumor proper-
ties of IL-33 (14). Conversely, sST2 is proposed to function as a decoy
receptor for IL-33, suppressing its potent proinflammatory functions,
and high serum levels of sST2 have been correlated with poor prognosis
in estrogen receptor–positive breast cancer (19). Like IL-33, the precise
role of sST2 in cancer remains somewhat controversial.

Here, we found that nuclear FAK is critical for the expression of
IL33 and ST2 in cancer cells. IL-33 was restricted to the nucleus in
murine SCC cells, where it acts downstream of FAK to promote
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Ccl5 expression and tumor growth. Mechanistic protein network
analyses suggested that IL-33 regulates gene expression by interacting
with chromatin modifiers and transcriptional regulators. ST2 was se-
creted by SCC cells, and it suppressed CD8+ T cell–mediated tumor
clearance. Our findings reveal new insight into the molecular mecha-
nisms by which nuclear FAK regulates chemokine expression, placing
nuclear IL-33 at the heart of a complex transcriptional network that
specifies the antitumor immune response.

RESULTS
Nuclear FAK regulates expression of IL-33 and its
receptor ST2
We have previously reported that nuclear FAK regulates the expres-
sion of chemokines, including Ccl5, and this is important for driving
infiltration of Treg cells into murine SCC tumors, enabling them to
evade the antitumor immune response (9). To explore the mechanisms
of FAK-dependent chemokine regulation, we analyzed Affymetrix
microarray data comparing murine FAK−/− SCC cells with those re-
expressing FAK-WT (wild-type) (herein referred to as FAK-WT) to
identify genes that are regulated by FAK. In the set of genes that signif-
icantly down-regulated after FAK depletion, the only significantly
enriched gene ontology term was “extracellular region” (P = 0.049).
Using the genes contained within this category, we generated a protein
interaction network based on direct physical interactions. The largest
connected network was found to contain Ccl5 and the gene encoding
the cytokine IL33 (Fig. 1A). Given the link between IL-33 and the reg-
ulation of gene expression (16, 17), we investigated whether, and if so
how, IL-33 contributed to FAK-dependent transcription of chemokines.

We first used quantitative real-time polymerase chain reaction
(qRT-PCR) to compare IL33 expression in SCC cells expressing
FAK-WT, FAK−/−, FAK-nls (a mutant that is largely excluded from
the nucleus), and FAK-kd (a kinase-deficient mutant) and found
that regulation of IL33 mRNA was dependent on both FAK kinase
activity and its nuclear localization (Fig. 1B). Western blotting for
IL-33 abundance in whole-cell lysates revealed similar findings at
the protein level (Fig. 1C and fig. S1A). We have shown previously
that mutation of the nuclear localization signal in FAK does not
completely abolish FAK nuclear localization. We believe that this
explains why we observed slightly increased abundance of IL-33
in cells expressing this mutant when compared to FAK−/− or
FAK-kd SCC cells. Similarly, analysis of SCC cells expressing
FAK-Y397F, an autophosphorylation-defective mutant of FAK that
is kinase-deficient, showed reduced IL33 expression similar to that
observed in FAK−/− SCC cells (fig. S1B). Treatment of FAK-WT cells
with the FAK catalytic inhibitor VS4718 inhibited IL-33 abundance
on both mRNA and protein levels (Fig. 1, D and E), even with a low
(50 nM) concentration of VS4718 (fig. S1, C and D). IL-33 can
function both as a nuclear cytokine and a secreted alarmin (20). Using
both an anti–IL-33 enzyme-linked immunosorbent assay (ELISA;
Fig. 1F) and Western blotting (fig. S1E), we could not detect IL-33
in SCC cell–conditioned media, implying that IL-33 predominantly
functions as a nuclear cytokine in SCC cells.

As an extracellular cytokine, IL-33 mediates signaling by binding
to the IL-33R complex, composed of ST2 (also termed IL1RL1) and
IL-1RAcP (21). Furthermore, both IL-33 signaling and nuclear IL-33
have been shown to regulate ST2 expression (22, 23). The protein en-
coded by ST2 exists in two forms: (i) as ST2L, a membrane-anchored
receptor that activates downstream signaling upon IL-33 engagement,

or (ii) as sST2, a secreted soluble decoy receptor that inhibits IL-33
signaling (13). Using qRT-PCR with a primer set that would detect
cumulative amounts of mRNA encoding both ST2L and sST2, we
found that ST2 expression was greater in FAK-WT cells when com-
pared to FAK−/−, FAK-nls, or FAK-kd cells (Fig. 1G). Thus, FAK’s
regulation of ST2 expression is also dependent on both nuclear local-
ization and kinase activity. Using an anti-ST2 ELISA, we found abun-
dant secreted amounts of sST2 in FAK-WT cell–conditionedmedium,
and this was reduced in media conditioned by FAK−/−, FAK-nls, and
FAK-kd cells (Fig. 1H). However, flow cytometry analysis did not de-
tect the presence of ST2L on the surface of FAK-WT and FAK−/− SCC
cells (fig. S1F), indicating that sST2 is the predominantly produced
isoform upon ST2 induction in SCC cells. Treatment with the FAK
inhibitor VS4718 reduced its expression and secretion (Fig. 1, I and J).
Collectively, these results indicate that the kinase activity of FAK in the
nucleus is a key regulator of the abundance of both nuclear IL-33 and
sST2, thereby influencing both the nuclear and extracellular/alarmin
functions of IL-33 signaling.

We next investigated the mechanism by which FAK controls IL33
expression and sST2 abundance in SCC cells. Using an experimentally
derived nuclear FAK interactome from FAK-WT cells (9), we used
Ingenuity Pathway Analysis (IPA) to identify direct experimentally
observed relationships between nuclear FAK-interacting proteins
and transcription factors that regulate the expression of IL33 and
ST2 (obtained fromQiagen’s DECODE database; fig. S1G). This iden-
tified associations with several IL33- and ST2-regulatory transcription
factors. We noticed that four of these associations, RUNX1, SP1,
NCOA2, and NR3C1, were linked to transcription factors associated
with regulating the expression of both IL33 and ST2. We know that
FAKassociateswith SP1 (confirmed in fig. S1,H and I) andRUNX1 (24)
and is involved in regulating RUNX1-containing protein complexes,
posttranslational modification, and, ultimately, transcription factor
function. Small interfering RNA (siRNA)–mediated depletion of both
RUNX1 and SP1 suggested that these transcription factors acted
together to regulate IL-33 abundance (fig. S1, J and K). The precise de-
tails of their coordinated activities require further investigation, but
nonetheless, our findings identify several connections between FAK-
interacting proteins and transcription factors that regulate IL33 and ST2.

IL-33 is required for FAK-dependent expression of a subset
of chemokines
Nuclear IL-33 has been linked to regulation of gene expression in sev-
eral model systems (16, 17). To determine whether nuclear IL-33
was required for FAK-dependent chemokine expression, we depleted
IL-33 in FAK-WT SCC cells using both short hairpin RNA (shRNA;
Fig. 2, A and B, and fig. S2A) and clustered regularly interspaced short
palindromic repeats (CRISPR)/CRISPR-associated protein 9 (Cas9)
(fig. S2B). IL-33 has previously been linked to the regulation of Ccl5
(23), and we have shown that FAK-dependent Ccl5 expression regu-
lates the antitumor immune response (9). We found that IL33 and
Ccl5 expression was increased in SCC cells when compared to primary
keratinocytes (Fig. 2, C and D), correlating with nuclear FAK in SCC
cells, and that IL-33was required forCcl5 expression in FAK-WTSCC
cells (Fig. 2E and fig. S2C). A previous study in endothelial cells (23)
demonstrated that IL-33 silencing increased sST2 expression.Here, we
found that IL-33 silencing reduced sST2 abundance (fig. S2D). Al-
though we have used different readouts (mRNA versus protein), it
is likely that the regulation of ST2 by IL-33may be context-dependent.
To investigate further the requirement for IL-33 in FAK-dependent
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Fig. 1. Nuclear FAK regulates expression of IL-33 and its receptor ST2. (A) Gene ontology enrichment analysis (cellular component terms) on the significantly
down-regulated set of genes in the FAK−/− SCC transcriptome relative to the wild-type [WT; percentage false-positives (pfp) < 0.05]. Genes annotated with the over-
represented term (extracellular region; Benjamini-Hochberg–corrected hypergeometric test) were used to seed a protein interaction network based on direct physical
interactions (gray lines). Color of each node (circle) is proportional to the log-transformed fold change in gene expression. The largest connected graph component is
displayed. (B and C) Abundance of IL-33 at the mRNA level [(B); by qRT-PCR] and protein level [(C); by Western blot] in FAK-WT, FAK−/−, FAK-nls (a mutant that is largely
excluded from the nucleus), and FAK-kd (a kinase-deficient mutant) SCC cells. (D and E) Abundance of IL33 mRNA [(D); by qRT-PCR] and IL-33 protein [(E); by Western
blot] in FAK-WT SCC cells treated with control [dimethyl sulfoxide (DMSO)] or VS4718 (250 nM; for 24 hours). Western blot additionally assessed in FAK−/− SCC cells for
reference. (F) Analysis of enzyme-linked immunosorbent assay (ELISA) for IL-33 in conditioned media from FAK-WT, FAK−/−, FAK-nls, and FAK-kd SCC cells. (G) qRT-PCR
analysis of ST2 expression in FAK-WT, FAK−/−, FAK-nls, and FAK-kd SCC cells. (H) Analysis of ELISA for sST2 in conditioned media from FAK-WT, FAK−/−, FAK-nls, and FAK-kd
SCC cells. (I) qRT-PCR analysis of ST2 expression in FAK-WT SCC cells treated with control (DMSO) or VS4718 (250 nM; for 24 hours). (J) Analysis of ELISA for sST2 in
conditioned media from FAK-WT SCC cells treated with control (DMSO) or VS4718 (250 nM; for 24 hours). Data are means ± SEM. n = 3 experiments. *P ≤ 0.05, **P ≤
0.01, ***P ≤ 0.001, ****P ≤ 0.0001 by Tukey’s corrected one-way analysis of variance (ANOVA) (B, G, and H) or two-tailed unpaired t test (D, I, and J).
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chemokine expression, we performed NanoString PanCancer Im-
mune Profiling of FAK-WT/pLKO, FAK−/−, and FAK-WT/IL-33–
shRNA cells. Hierarchical clustering of log-transformed fold changes,
relative to control cells, identified a subset of chemokines coregulated
by FAK and IL-33 (Fig. 2F), including CCL5. Furthermore, over-
expression of IL-33 in FAK−/− SCC cells increased Ccl5 expression
(Fig. 2G), suggesting that IL-33 is sufficient to promote Ccl5 expres-
sion. Therefore, FAK regulates IL-33, which in turn canmediate FAK-
dependent chemokine expression.

IL-33/ST2 axis supports tumor growth by suppressing the
immune response
IL33 is expressed by several cell types within the tumor environment,
and secreted IL-33 can have both pro- and antitumor effects (14, 15).
ST2L, the IL-33 receptor, is present on various immune cells, includ-
ing Treg cells, macrophages, and CD8+ T cells, and activation of ST2L
signaling can alter their phenotype and/or function. For example,
ST2L-positive Treg cells exhibit a more potent immunosuppressive
function than ST2L-negative Treg cells (25), implying that IL-33–ST2L
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Fig. 2. Nuclear FAK and IL-33 cooperate to regulate chemokine expression. (A) RepresentativeWesternblot of IL-33 abundance in FAK-WT, FAK-WTpLKO, and FAK-WT
IL-33 short hairpin RNA 1 (shRNA1) SCC cells. PARP, poly(ADP-ribose) polymerase. (B) qRT-PCR analysis of IL33 expression in FAK-WT pLKO, FAK−/−, and FAK-WT IL-33–shRNA1
SCC cells. (C andD) qRT-PCR analysis of IL33 (C) and Ccl5 (D) expression in primary keratinocytes and FAK-WT SCC cells. (E) qRT-PCR analysis of Ccl5 expression in FAK-WTpLKO,
FAK−/−, and FAK-WT IL-33–shRNA1 cells. (F) NanoString analysis of chemokine expression in FAK-WT pLKO, FAK−/−, and FAK-WT IL-33–shRNA1 SCC cells. Log10-transformed
expression levels for chemokines with at least 50 counts were hierarchically clustered and displayed as a heat map. Pearson correlation coefficient between expression
profiles in FAK−/− and FAK-WT IL-33–shRNA1 SCC cells is shown. Log2-transformed fold changes (over SCC FAK-WT pLKO) are also displayed. (G) qRT-PCR analysis of Ccl5
expression in SCC FAK−/− and FAK−/−+ IL-33 cells. Data aremeans ± SEM. n = 3 for all experiments. *P ≤ 0.05, **P ≤ 0.01,***P ≤ 0.001, ****P ≤ 0.0001 by Tukey’s corrected one-
way ANOVA (B and E) or two-tailed unpaired t test (C, D, and G).
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signaling could enhance the suppressive activity of Treg cells, thereby
promoting tumor growth. In contrast, activation of ST2L on cytotoxic
CD8+ T cells enhances the cells’ cytotoxic function (18), resulting in an
improved antitumor immune response. Therefore, it is possible that
FAK-dependent regulation of the decoy receptor sST2 could have pro-
or antitumor effects.

Having established that nuclear IL-33 regulates chemokine expres-
sion, including Ccl5, we next assessed the effects of IL-33 depletion on
SCC tumor growth. Therefore, 1 × 106 FAK-WT, FAK−/−, and FAK-
WT/IL-33–shRNA1 cells were injected subcutaneously into Friend
leukemia virus B strain (FVB) mice (the syngeneic host strain), and
tumor growth was monitored. FAK-WT tumors exhibited exponen-
tial growth until they reached defined end points by which time the
mice had to be sacrificed (see Materials and Methods). In contrast,
FAK−/− SCC tumors grew until about day 7, after which they stalled
and underwent complete regression (Fig. 3A, left graph), as we have also
reported previously (9). IL-33 depletion from FAK-WT cells resulted in
six of eight tumors exhibiting a period of growth followed by complete
regression, in a similar manner to FAK−/− tumors, whereas two of eight
tumors showed a growth delay (Fig. 3A). Similar studies using CRISPR/
Cas9 to deplete IL-33 from FAK-WT cells confirmed the requirement for
IL-33 in supporting SCC tumor growth (Fig. 3B). Thus, IL-33 is required
to support tumor growth and permit immune evasion, likely by regu-
lating transcription of vital chemokines, including Ccl5.

To next probe the role of sST2 in tumor growth, we generated
sST2-depleted FAK-WT SCC cell lines using shRNA (Fig. 3C) and
injected 1 × 106 FAK-WT, FAK-WT/pLKO (shRNA control), FAK-
WT/ST2-shRNA1, and FAK-WT/ST2-shRNA2 SCC cells into synge-
neic FVB mice. We found that most tumors (six of eight for shRNA1
and five of eight for shRNA2) exhibited a period of growth followed by
complete regression (Fig. 3D) like FAK−/− tumors, albeit with different
kinetics. To address how sST2 depletionmight result in tumor regres-
sion, we profiled the immune cells in FAK-WT tumors to determine
the quantity of ST2L on the cell surface.We found that after 12 days of
growth, FAK-WT tumors have an extensive immune cell infiltrate
accounting for about 60% of the viable cell population (Fig. 3, E and
F). Using a range of surface and intracellular markers (table S1), we
identified activated CD8+ T cells, activated CD4+ T cells, Treg cells, neu-
trophils, and macrophages as the major immune cell populations that
displayed surface-bound ST2L (Fig. 3, G andH). Because IL-33 engage-
ment with ST2L expressed on activated CD8+ T cells can enhance cy-
totoxic function and drive increased expression of the effector cytokine
interferon-g (IFN-g) (14), we hypothesized that tumor regression in re-
sponse to depletion of sST2 from SCC cancer cells was likely CD8+ T
cell–dependent. To test this, we used CD8-depleting antibodies (Abs)
and found that depletion of CD8+ T cells was sufficient to completely
rescue the growth of FAK-WT/ST2-shRNA SCC tumors (Fig. 3I),
implying that sST2 from the tumor cells plays an important role in sup-
pressing CD8+ T cell–mediated antitumor immunity. Consistent with
previous results (9), we also observed enhanced growth of FAK-WT tu-
mors upon depletion of CD8+ T cells, implying that even the FAK-WT
cells remain under negative pressure from the CD8+ T cell–mediated
immune response.

Nuclear IL-33 interacts with an extensive network of
transcriptional regulators
Having established an important role for nuclear IL-33 in the regula-
tion of chemokine expression and tumor growth, we addressed the
molecular mechanisms that may underpin IL-33’s regulation of

chemokine transcription. Using cellular fractionation, we prepared
cytoplasmic, nuclear, and chromatin extracts from FAK-WT and
FAK−/− SCC cells as we have done before (9). Our results show that
IL-33 is largely chromatin-associated (Fig. 4A), in agreementwith pre-
vious studies that identified IL-33 as a histone 2A (H2A)/2B–binding
protein (26). To investigate the functional significance of IL-33 asso-
ciation with chromatin, wemade use of a proteomics technique called
“BioID” (27). First, we generated an IL-33 protein fused to the 35-kDa
Escherichia coli biotin protein ligase BirA (IL-33–BirA). Next, we
expressed either IL-33–BirA or BirA alone in FAK-WT cells, from
which endogenous IL-33 was deleted (FAK-WT/IL-33–CRISPR
SCC cells; Fig. 4, B and C), and cultured these in the presence of biotin
for 24 hours. This resulted in the biotinylation of proximal interacting
proteins, enabling their purification and identification by mass spec-
trometry (MS). To ensure identification of robust interactions, we ap-
plied stringent criteria, including that (i) proteins must be present in
all three biological replicates, (ii) proteins must have greater than
threefold enrichment when compared to BirA-only control, and
(iii) fold enrichment must be statistically significant (P < 0.05). With
these criteria, we identified 105 proteins that associated with IL-33.
Gene ontology analysis of both biological and cellular processes
[Database for Annotation, Visualization and Integrated Discovery
(DAVID) bioinformatics database] represented within the data set iden-
tified significantly enriched terms associatedwith chromatin organization
and transcriptional regulation (fig. S3, A and B). Further analysis of the
nuclear IL-33 interactome using IPA identified a connected network of
proteins that were implicated in regulation of transcription, chromatin
remodeling, and nucleosome disassembly (Fig. 4D). There were several
members of the Baf-type complex (also known as SWI/SNF), the PTW/
PP1 phosphatase complex, and the transcription factor transcription
factor IID (TFIID) complex, establishing a link between nuclear IL-33
and the core transcriptional machinery. We extracted a complete list of
genes belonging to these complexes from the gene ontology database
AmiGO and used IPA to reconstruct all three complexes on the basis
of known physical interactions (fig. S3, C to E). We next contextualized
the BioID proteomics–informed IL-33 nuclear interactome onto these
networks (highlighted in pink in fig. S3, C to E) and identified potential
interactions linking IL-33 to key members of these complexes. Using
streptavidin pulldown after incubation of IL-33–BirA fusion protein–
expressing FAK-WT/IL-33–CRISPR SCC cells in the presence of biotin,
we confirmed the interactions of IL-33 with WDR82, SMARCC1, and
TAF9 (Fig. 4E). We found that IL-33 depletion in FAK-WT cells re-
sulted in loss ofWDR82 from the chromatin fraction (Fig. 4F), implying
that IL-33 is required to stabilize the association of WDR82 with chro-
matin. We find this interesting because WDR82 is a key component of
complexes associated with chromatin modification, such as the PTW/
PP1 phosphatase complex (28) and the Set1A/Set1B histone H3-Lys4

(H3K4) methyltransferase complex (29). Therefore, IL-33 likely plays
a key role in scaffolding complexes required to modulate chromatin
structure and permit transcription.

IL-33 interacts with and enhances regulators of
Ccl5 expression
As mentioned above, we previously showed that CCL5 secreted by
FAK-WT SCC cells drives the infiltration of immunosuppressive Treg

cells into SCC tumors, shifting the CD8+ T cell/Treg ratio in favor of
tumor tolerance (9). Thus far, we have found that IL-33 is both nec-
essary and sufficient to drive Ccl5 expression downstream of FAK
(Fig. 2, E and G). To define how IL-33 contributes to regulation of
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Ccl5 expression, we mapped the nuclear IL-33 interactome onto a
network of proteins associated with predicted Ccl5 transcription
factors (Fig. 4G). This revealed that IL-33 interacts with transcription
factors and transcriptional regulators that affect expression of Ccl5.
Notably, three factors belonging to the TFIID complex were found

to interact with nuclear IL-33, including TAF9, a protein that we
found previously to form complexes with FAK (9). To explore the
connection between FAK, IL-33, and Ccl5 transcription, we mapped
the nuclear FAK interactome onto the set of Ccl5 regulatory proteins
found to interact with nuclear IL-33 (Fig. 4G). This identified proteins
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qRT-PCR, n = 6 to 8 tumors.
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in common between the nuclear FAK and nuclear IL-33 interactomes,
suggesting that these proteins may be part of the same molecular
complexes that regulate Ccl5 expression. Using streptavidin-coated
beads, we isolated the IL-33 BioID fusion protein and confirmed that

FAK and IL-33 exist in complex under steady-state conditions (Fig. 4H).
Hence, we conclude that FAK binds to IL-33, and together, they
complex with key Ccl5-regulatory transcription factors, to coregulate
chemokine gene expression.
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Fig. 4. Nuclear IL-33 interacts
with an extensive network of
transcriptional regulators.
(A) RepresentativeWestern blot
of IL-33abundance incytoplasmic
(Cyto),nuclear (Nuc), andchroma-
tin (Chr) fractions from FAK-WT
and FAK−/− SCC cells. (B) Repre-
sentative Western blot of IL-33
abundance in FAK-WT IL-33–
CRISPR/BirA-E.V. and FAK-WT
IL-33–CRISPR/IL-33–BirA SCC
cells. (C) Western blot analysis
of lysates from nuclear frac-
tionations of IL-33–BirA fusion
protein expression in FAK-WT
IL-33–CRISPR/E.V. (empty vector)
or FAK-WT IL-33–CRISPR/IL-33–
BirASCCcells. (D) Functional inter-
action network analysis of the
IL-33 interactome.Directphysical
interactions (solid gray lines) and
functional association with tran-
scription (dashed gray lines) are
shown. Node style indicates as-
sociationwithadditional relevant
overrepresented functions (P <
0.0001 by Benjamini-Hochberg–
corrected hypergeometric test).
Components of the PTW/PP1
phosphatase, Baf-type, and TFIID
complexes are highlighted. (E)
Westernblotanalysisofkeynetwork
components using streptavidin
pulldowns from biotinylated
lysates of SCC FAK-WT IL-33
CRISPR cells expressing either
BirA empty vector or IL-33–BirA
fusionprotein. (F) Representative
Western blot of chromatin frac-
tions and whole cell lysates from
SCC FAK-WT, FAK-WT pLKO,
and FAK-WT IL-33 shRNA1
cells. (G) Interrogation of the
IL-33 BioID protein interaction
network to identify potential
upstream regulators of mCcl5
promoter associated transcrip-
tion factors (taken from Qiagen
ENCODEdatabase). PP, protein-
protein interaction; E, expression;
PD, protein-DNA interaction; T,
transactivation; A, activation.
(H) Western blot analysis of
IL-33:BRD4, IL-33:FAK, and IL-
33:HDAC1 associations using
streptavidinpulldowns frombio-
tinylated lysates of FAK-WT IL-33–CRISPR SCC cells expressing either BirA empty vector or IL-33–BirA fusion protein. HDAC1, histone deacetylase 1. (I) qRT-PCR analysis of Ccl5 ex-
pression in SCC FAK-WT cells treated with DMSO or JQ1 (200 nM for 48 hours). (J) qRT-PCR analysis of Ccl5 expression in FAK-WT SCC cells treated with DMSO or vorinostat (10
mM for 24 hours). Statistics in (I) and (J): ****P ≤ 0.0001, **P ≤ 0.01 by two-tailed unpaired t test. n = 3 for all experiments.
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Besides TFIID, many of the IL-33–interacting partners converge on
regulators of NF-kB, suggesting that NF-kBmay be central to FAK and
IL-33 regulation of chemokine expression. Notably, we showed that IL-
33 interacts with the bromodomain protein BRD4 and the histone dea-
cetylase HDAC1 (histone deacetylase 1; Fig. 4H). BRD4 is a member of
the bromodomain and extraterminal domain (BET) family of transcrip-
tional coactivators and elongation factors that recruit chromatin remod-
eling factors, including the SWI/SNF complex (30), to the promoters of
genes via recognition of polyacetylated histone tails (31). Because IL-33
binds to both BRD4 and members of the Baf-type (SWI/SNF) complex,
we hypothesize that IL-33 plays a role in formation of this complex at
actively transcribing genes. It is known that BRD4 directly binds to
acetylated p65 NF-kB, which leads to enhanced NF-kB transactivation
activity (32), together suggesting a role for BRD4 in inflammatory
transcriptional signaling. To support these conclusions, we treated
FAK-WT SCC cells with the BET family inhibitor JQ1. This resulted
in reduced Ccl5 expression (Fig. 4I), implying a role for BET family
proteins in the regulation of chemokine expression. In contrast,
HDAC1 has been shown to negatively regulate NF-kB transcription-
al activity via a direct interaction with
p65 (RelA) (33). We used the HDAC
inhibitor vorinostat and identified a
clear induction of Ccl5 expression upon
HDAC inhibition (Fig. 4J). Collectively,
our data support a model, whereby
FAK binds to IL-33, which is a central
component of a network of transcrip-
tional regulators associated with the dy-
namic regulation of NF-kB–dependent
chemokine transcription.

DISCUSSION
Nuclear FAK is emerging as an impor-
tant regulator of gene expression in
cancer cells, controlling transcriptional
networks that influence multiple cellular
functions. For example, FAK is reported
to interact with the transcription factors
p53 and GATA4, resulting in their in-
activation with effects on cell survival
(34). We have shown that nuclear FAK
regulates expression of chemokines and
cytokines, includingCcl5, likely via inter-
actions with transcription factors and
transcriptional regulators (9). Here, we
show that both IL-33 and sST2 are tran-
scriptionally regulated by nuclear FAK in
a kinase-dependent manner and that
FAK interacts with transcription factors
and transcriptional regulators linked to
control of expression of IL33 and ST2.

Depletion of IL-33 abundance in
FAK-WT cells revealed that it is vital
downstream of FAK in the regulation
of chemokine expression, including that
of Ccl5. We have previously identified a
CCL5–CCR1/3/5 paracrine signaling axis
between SCC FAK-WT cells and tumor-

infiltrating Treg cells and have shown that CCL5 depletion results in
FAK-WT tumor regression as a result of reduced tumor-infiltratingTreg

cells (9). Our tumor growth studies here revealed that IL-33 depletion
caused FAK-WT tumor regression, presumably because of IL-33–
dependent regulation of Ccl5 and other chemokines. Thus, IL-33 regu-
lates proinflammatory gene programs downstreamof FAK thatwe have
shown to play an important role in defining the tumor-immune
environment, affecting SCC tumor growth and survival.

sST2 functions as a decoy receptor that is secreted into the tumor
environment, leading to competitive inhibition of IL-33–ST2 autocrine
and paracrine signaling (13). Although IL-33 is not secreted by SCC
cells, it can be secreted by macrophages and neutrophils (35), influen-
cing the function of immune cell populations. ST2L is also present on
activatedCD8+ T cells and natural killer cells, and IL-33 stimulation can
increase IFN-g expression (14) and cytotoxic activity (18).We identified
ST2L on several immune cell types in the SCC tumor environment, in-
cluding activated CD8+ T cells. Depletion of sST2 in FAK-WT tumors
largely resulted in CD8+ T cell–dependent tumor regression, implying
that sST2 contributes to inhibition of CD8+ T cell–mediated immunity.

Fig. 5. Nuclear FAK regulates IL-33/ST2 signaling to control the antitumor immune response. Model of the mecha-
nism. Nuclear FAK regulates IL33 expression (“1”) through interaction with transcription factors (TFs) and transcriptional reg-
ulators (TRs). Nuclear FAKand IL-33 cooperate todriveexpressionofCcl5 and sST2 (“2”and “3,” respectively) through interaction
with transcription factors and transcriptional regulators. Ccl5 and sST2 are secreted from SCC cancer cells, promoting immune
evasion. We have previously reported a CCL5-CCR1, 3, and 5 paracrine signaling axis between FAK-WT SCC cells and tumor-
infiltrating regulatory T (Treg) cells that contributes to immune evasion. We propose that sST2 contributes to immune evasion
through competitive inhibition of IL-33/ST2 signaling on cytotoxic CD8+ T cells (“4”), resulting in tumor tolerance.
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Studies using an ST2 knockout mouse have shown that host ST2
signaling is required for tumor regression to occur in response to over-
expression of a secreted form of IL-33 (14). Therefore, we conclude that
the presence of sST2 enables FAK-abundant tumors to benefit fromnu-
clear IL-33 while counteracting the potential antitumor effects of se-
creted IL-33 (Fig. 5).

Nuclear IL-33 has been linked to regulation of transcription previ-
ously (16, 17), although the precise mechanisms underpinning this are
unknown. We confirmed that nuclear IL-33 interacts with chromatin,
supporting its role in transcriptional regulation, and BioID proteomics
identified proximal interactionswith components of the Baf-type (SWI/
SNF), PTW/PP1 phosphatase, and TFIID complexes. This implies that
nuclear IL-33 functions in chromatin remodeling and transcriptional
initiation. In support of this, we confirmed binding of WDR82,
SMARCC1, TAF9, BRD4, and HDAC1 and showed that WDR82
was absent from chromatin after depletion of IL-33 from FAK-WT
cells, showing that IL-33 is required to stabilize the WDR82 chromatin
complex. WDR82 is a component of the PTW/PP1 phosphatase
complex and is involved in regulating chromatin structure (28). It is also
a core component of the mammalian Set1A/Set1B histone H3K4
methyltransferase complex that is associated with regulating H3K4 tri-
methylation, a key step in transcriptional activation (36).

Finally, we identified BRD4 and HDAC1 positive (37) and negative
(33) regulators of NF-kB activity, respectively, as previously unknown
nuclear IL-33–interacting proteins. BRD4 is also required for recruit-
ment of the SWI/SNF complex to active promoters (30), and we have
shown that IL-33 binds to several components of this complex. There-
fore, IL-33 likely binds to BRD4, HDAC1, and other chromatin modi-
fiers to control the dynamic expression of NF-kB target genes, such as
Ccl5 andother chemokines. Collectively, our data suggest that IL-33 acts
to regulate chromatin organization and FAK-dependent transcription,
promoting a proinflammatory gene program that enables evasion of the
antitumor immune response.

MATERIALS AND METHODS
Cell lines
Isolation and generation of the FAK SCC cell model is described in de-
tail by Serrels et al. (12). Briefly, SCC cells were induced in K14CreER
FAKflox/flox mice on an FVB background using the dimethylbenz[a]
anthracene/12-O-tetradecanoylphorbol 13-acetate two-stage skin chem-
ical carcinogenesis protocol and cells isolated. After treatment with
4-hydroxytamoxifen, a FAK-null (FAK−/−) cell clone was isolated,
and retroviral transduction was used to stably reexpress FAK-WT
and FAKmutant proteins. Phoenix Ecotropic cells were transfected with
pWZL (Hygro) FAK using Lipofectamine 2000 (Thermo Scientific)
according to the manufacturer’s instructions. Twenty-four hours after
transfection, cell culture supernatant was removed, filtered through a
0.45-mm Millex-HA filter (Millipore), diluted at a 1:1 ratio in normal
SCC cell culture medium, supplemented with polybrene (5 mg/ml),
and added to SCC FAK−/− cells for 24 hours. A total of two rounds
of infection were performed to generate each cell line. Cells were
cultured at 37°C in Glasgow minimum essential medium (MEM;
Sigma-Aldrich) supplemented with 2 mM L-glutamine, MEM vita-
mins, 1 mM sodium pyruvate (all from Sigma-Aldrich), MEM amino
acids, and 10% fetal bovine serum (FBS; both fromLife Technologies),
and maintained under selection using hygromycin (0.25 mg/ml). To
overexpress IL-33 in FAK−/− SCC cells, the cells were transfected with
1.5 mg of IL-33 pcDNA3.1 (synthesized optimized sequence byGeneart,

Life Technologies) using Lipofectamine 2000. Cells were selected in
G418 (400 mg/ml), and overexpression of IL-33 was confirmed by
Western blotting.

shRNA-mediated ST2 and IL-33 knockdown
Togenerate lentiviral particles, 2 × 106 human embryonic kidney 293FT
cells were transfected with a mixture of 2 mg of shRNA [RMM4534-
EG77125 (IL-33) and RMM4534-EG17082 (ST2/IL1l1R); GE
Healthcare], 0.5 mg of MDG2, and 1 mg of PAX2 plasmid DNA using
Lipofectamine 2000 (Thermo Fisher Scientific) as per the manufac-
turer’s guidelines. Forty-eight hours after transfection, medium was re-
moved and filtered through a 0.45-mmMillex-AC filter (Millipore) and
mixed at a 1:1 ratio with normal SCC growth medium, supplemented
with polybrene (Millipore) to a final concentration of 5 mg/ml, and
added to SCC cells for 24 hours. Cells were subjected to two rounds
of lentiviral infection before selection in puromycin (2 mg/ml).

siRNA-mediated knockdown of SP1 and RUNX1
ToknockdownSP1 andRUNX1, FAK-WTSCCcellswere transfected in
10 nmol of nontargeting siRNA SMARTpool, SP1 siRNA SMARTpool,
or Runx1 siRNA SMARTpool (all from Dharmacon, siGenome), or a
combination of 10 nmol of SP1 and RUNX1 siRNA SMARTpool using
HyPerFect Transfection Reagent (Qiagen) as per the manufacturer’s
guidelines. Transfection was performed in serum-free medium for
24 hours, after which the medium was replaced with normal growth
medium. Protein lysates were collected 48 hours after transfection.

IL-33 CRISPR construct generation
Guide sequence oligonucleotides (forward: TTTCTTGGCTTTATA-
TATCTTGTG GAAAGGACGAAACACCGTTCCTAGAA
TCCCGTGGAT and reverse: GACTAGCCTTA TTTTAACTTGC-
TATTTCTAGCTCTAAAACATCCACGGGATTCTAGGAAC) in-
cluding Eco RI restriction overhangs and a protospacer adjacent
motif (PAM) sequence targeting exon 3 within IL33 were annealed
using Phusion High-Fidelity Polymerase [New England Biolabs
(NEB)] according to the manufacturer’s guidelines. Ten micromolar
of each oligonucleotide was mixed with 25 mMMgCl2, 2.5 mM deox-
ynucleotide triphosphate, 5X Phusion High-Fidelity Buffer, and Phu-
sion Polymerase to a final volume of 50 ml. Cycling conditions were
98°C (30 s), 30 cycles of 98°C (10 s), 55°C (30 s), and 72°C (20 s), followed
by a final incubation at 72°C (20 s). The final PCRproduct was analyzed
by agarose gel electrophoresis. Annealed oligonucleotides were ligated
into the gRNA_cloning vector (pCR-Blunt II-TOPO), a gift from G.
Church (Addgene plasmid no. 41824). gRNA_cloning vector DNA
(1.5 mg) was digested with 1.5 units of Afl II restriction enzyme
(NEB) according to the manufacturer’s guidelines and incubated for
1 hour at 37°C. Four nanograms of annealed oligonucleotides was li-
gated with 30 ng of linearized gRNA_ cloning vector using Gibson
Assembly Master Mix (NEB) according to the manufacturer’s guide-
lines and incubated for 1 hour at 50°C. Constructs were transformed
into DH5a chemically competent cells and selected on agar plates
containing kanamycin (50 mg/ml). To identify positive colonies, DNA
was prepared and digested with Eco RI restriction enzyme (NEB).

IL-33 CRISPR/Cas9 transfection and single-cell
clone expansion
SCC-FAK-WT cells were seeded on a 100-mm tissue culture dish and
grown until ~70% confluent. Cells were cotransfected with 3 mg of
hCas9 and 3 mg of gRNA_cloning vector IL-33–specific guides, using
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Lipofectamine 2000 (Thermo Scientific) according to the manufac-
turer’s guidelines. IL-33 CRISPR knockout clones were isolated by di-
lution cloning; once cells reached confluence, they were trypsinized and
resuspended in 10 ml of growth media. To ensure single-cell suspen-
sion, cells were passed through a cell strainer (Thermo Scientific),
and 5 ml of the cell suspension was plated into a 15-cm plate. Several
colonies were picked and expanded, and knockout of IL-33 was con-
firmed by quantitative PCR (qPCR) and Western blot. IL-33 primers
used were forward: GGATCCGATTTTCGAGAGCTTAAACAT and
reverse: GCGGCCGCATGAGACCTAGAATGAAGT. All primer se-
quences are detailed in table S2.

Immunoblotting
Cells were washed twice in ice-cold phosphate-buffered saline (PBS) and
lysed in radioimmunoprecipitation assay (RIPA) lysis buffer (50 mM
tris-HCl at pH 7.4, 150 mM sodium chloride, 5 mM EGTA, 0.1%
SDS, 1% NP-40, and 1% deoxycholate) supplemented with a protease
and phosphatase inhibitor cocktail (mini cOmplete ULTRA Protease
tablet and phosSTOP tablet from Roche). Lysates were clarified by
high-speed centrifugation (16,000g for 15min at 4°C). Protein concentra-
tionwasmeasuredusing aMicroBCAProteinAssay (ThermoScientific),
and 10 to 20 mg of total protein were supplemented with 2X SDS sample
buffer [tris (pH 6.8), 20% glycerol, 5% SDS, b-mercaptoethanol, and bro-
mophenol blue) and boiled at 95°C for 5min. Samples were separated by
polyacrylamide gel electrophoresis using 4 to 15%Mini-PROTEANTGX
gels (Bio-Rad), proteins transferred to nitrocellulose, blocked [5% bovine
serum albumin (BSA) in PBS–Tween 20 (BSA/PBS-T)], and probedwith
either anti–IL-33 (R&D Biosystems), anti–glyceraldehyde-3-phosphate
dehydrogenase (GAPDH; Cell Signaling Technology), anti–phospho-
FAK (Y397; Cell Signaling Technology), anti-FAK (Cell Signaling Tech-
nology), anti-WDR82 (Abcam), anti-TAF9 (Abcam), anti- SMARC C1
(Abcam), anti-BRD4 (Abcam), anti-HP1 a/b (Cell Signaling Technol-
ogy), anti-SP1 (Abcam), anti-Runx1 (Cell Signaling Technology), or
anti-HDAC1 Abs (Cell Signaling Technology; all 1:1000 in 5% BSA/
PBS-T). Bound Ab was detected by incubation with anti-rabbit, anti-
mouse, or streptavidin-conjugated horseradish peroxidase secondary
Ab (Cell Signaling Technology) and visualized using the Bio-Rad
ChemiDoc MP Imaging System.

Chromatin preparation
Cells (1.5 × 106) were plated in 100-mm dishes and, after 24 hours,
washed twice in cold PBS. Cells were lysed in 400 ml of extraction buffer
[10 mMHepes (pH 7.9), 10 mM KCl, 1.5 mMMgCl2, 0.34 M sucrose,
10%glycerol, and 0.2%NP-40 substitute) containingprotease/phosphatase
inhibitors (mini cOmplete ULTRA Protease tablet and phosSTOP
tablet from Roche). Lysates were cleared at 6500g for 5 min at 4°C.
The resulting nuclear pellet was washed in extraction buffer without
NP-40 and centrifuged at 6500g for 5 min at 4°C. The pellet was resus-
pended in 400 ml of no-salt buffer [10 mM Hepes (pH 7.9), 3 mM
EDTA, and 0.2mMEGTA], incubated at 4°C for 30minwith agitation,
and centrifuged at 6500g for 5min at 4°C. The pellet was resuspended in
160ml of high-salt solubilization buffer [50mMtris-HCl (pH8.0), 2.5M
NaCl, and 0.05% NP-40] vortexed briefly, incubated at 4°C for 30 min
with agitation, and centrifuged at 16,000g for 10min at 4°C. The super-
natant containing chromatin fraction was collected, and trichloroacetic
acid (TCA) precipitation was performed. TCAwas added to a final vol-
ume of 10%, and samples were incubated for 15 min on ice. After cen-
trifugation at 21,000g for 15 min, the resulting pellet was washed twice
in 500ml of cold acetone and then allowed to air-dry. The pellet was then

resuspended in 20 ml of 2X SDS sample buffer [tris (pH 6.8), 20% glyc-
erol, 5% SDS, b-mercaptoethanol, and bromophenol blue) and boiled at
75°C for 10 min. Samples were separated by polyacrylamide gel electro-
phoresis on a 12%Mini-PROTEANTGXgel (Bio-Rad), transferred onto
nitrocellulosemembrane, blocked (5% BSA in BSA/PBS-T), and then in-
cubated with primary and secondary Abs as above.

sST2 and IL-33 ELISA
Cells (2 × 106) were plated in a 100-mm tissue culture dish and left to
adhere overnight. Medium was replaced with 4 ml of fresh complete
growth medium and conditioned for 24 hours, collected, and spun at
1000 revolutions perminute (rpm) for 5min to remove debris.Medium
samples were analyzed for sST2 levels using a mouse ST2 Quantikine
ELISA kit or mouse IL-33 Quantikine Elisa kit (R&D Systems). Cells
adhered to the tissue culture dish were washed two times in ice-cold
PBS and lysed in RIPA lysis buffer as above. Protein concentration
was measured using Micro BCA Protein Assay, and protein quantities
were used for normalization of ELISA values.

qRT-PCR and NanoString
RNAwasprepared fromcells using theQiagenRNeasymini kit as per the
manufacturer’s instructions, inclusive of deoxyribonuclease (DNase)
digestion. Final concentration of RNAwasmeasured using aNanoDrop
(Thermo Scientific). For qRT-PCR, 5 mg of total RNAwas converted to
complementary DNA (cDNA) using the SuperScript II cDNA Synthe-
sis Kit (Thermo Fisher Scientific). For qRT-PCR, 62.5 ng of cDNA was
added to SYBR Green (Applied Biosystems) and supplemented with
0.25 ml of 10 mM qPCR primers to a final reaction volume of 10 ml.
IL-33 primers used were forward: GGATCCGATTTTCGAGAGCT-
TAAACAT and reverse: GCGGCCGCATGAGACCTAGAATGAAGT.
ST2 primers used were forward: GCGGAGAATGGAAGCAACTA and
reverse: AAGCAAGCTGAACAGGCAAT. Ccl5 primers used were for-
ward: CCCTCACCATCATCCTCACT and reverse: CCTTCGAGTGA-
CAAACACGA. qRT-PCR was performed on a StepOne Plus qRT-PCR
instrument (Applied Biosystems). PCR conditionswere as follows: 95°C
(3min), followed by 40 cycles of 95°C (5 s), 60°C (10 s), and 72°C (10 s).
Melt curve analysis was performed after each qPCR reaction. Data were
analyzed using the delta-delta cycle threshold (ddCT) method, and ex-
pression was calculated relative to GAPDH. For NanoString analysis,
150 ng of RNA was labeled with gene-specific bar codes as per the
manufacturer’s instructions and quantified using aNanoString nCoun-
ter DX. NanoString analysis was carried out by the Newcastle Nano-
String nCounter analysis service. Analysis was performed using
nSolver analysis software (NanoString).

Generation of IL-33–BirA–expressing SCC cell line
IL-33 cDNAwas amplified by PCRusing gene-specific primers (forward:
GCAGCAGCGGCCGCATGAGACCTAGAATGAAGTATTCCAAC
and reverse: TGCTGCGGATCCGATTTTCGAGAGCTTAAACA-
TAATATTG) and subcloned into the Not1/BamH1 sites of pQCXIN-
BirA-Myc. Specifically, 20 ng of pcDNA-3.1 IL-33 DNA template
was mixed with 10 mM of each primer in PfuUltra Hotstart master
mix (Stratagene) and subjected to PCRwith cycle conditions as follows:
98°C (30 s; 30 cycles), 98°C (10 s), 60°C (30 s), and 72°C (1 min),
followed by a final incubation at 72°C (10 min). After PCR, samples
were gel-purified (Qiagen Gel Purification Kit) and eluted in 30 ml of
nuclease-free water (NFW). The purified PCR product was incubated
with 1 ml of BamH1 restriction enzyme, 1 ml of Not1 restriction enzyme,
5 ml of Buffer 3.1 (all fromNEB) to a total of 20ml, and incubated at 37°C
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for 2 hours. Onemicrogramof pQCXIN-BirA-Mycwas incubated with
1 ml of BamH1 restriction enzyme, 1 ml of Not1 restriction enzyme, and
5 ml of Buffer 3.1 to a total of 20 ml and incubated at 37°C for 1 hour. After
digestion, both the PCR product and digested vector were gel-purified
and eluted in 30 ml of NFW. To ligate the digested IL-33 PCR product
into the BamH1/Not1 sites of pQCXIN-BirA-Myc, a 1:4 ratio of di-
gested vector to PCR product was used and incubated with 0.5 ml of
T4 DNA ligase (NEB), along with DNA ligase buffer in a final reaction
volume of 10 ml, and incubated for 2 hours at room temperature (RT).
DH5a chemically competent cells (50 ml) (Life Technologies) were
transformedwith 5ml of ligation reaction according to themanufacturer’s
guidelines and plated in agar plates containing ampicillin (100 mg/ml).
Resulting colonies were checked for successful ligation using a diagnostic
digest with BamH1 and Not1 restriction enzymes and, if positive, se-
quenced. Phoenix Ecotropic cells were transfected with empty vector–
BirA or IL-33–BirA using Lipofectamine 2000 (Thermo Scientific)
according to themanufacturer’s guidelines. Forty-eight hours after trans-
fection, cell culture supernatant was removed, filtered through a 0.45-mm
Millex-HA filter (Millipore), diluted at a 1:1 ratio in normal SCC cell
culture medium, supplemented with polybrene (5 mg/ml), and added
to SCCFAK-WT IL-33–CRISPR cells for 24 hours. A total of two rounds
of infection were performed to generate each cell line before selection in
G418 (400 mg/ml).

Proteomic analysis of the IL-33 interactome using BioID
Cells were incubated with 50 mM biotin (Sigma-Aldrich) in complete
cell culture medium at 37°C for 24 hours, washed two times in ice-cold
PBS, and lysed in RIPA lysis buffer as above. Cell lysates were sonicated
using a Bioruptor (Diagenode) (30-s pulses with 30-s intervals over
5 min) and cleared by high-speed centrifugation (16,000g for 15 min at
4°C). Protein concentration was measured using Micro BCA Protein
Assay (Thermo Scientific), and 1 mg of total cell lysate was incubated
with 50 ml of streptavidin-C1 Dynabeads (Life Technologies) overnight
at 4°C with agitation. Beads were washed using a magnetic tube rack
three times with ice-cold RIPA buffer and two times with ice-cold
PBS. Captured proteins (fromexperiments performed in biological trip-
licate) were subjected to on-bead proteolytic digestion, desalting, and
liquid chromatography–tandemMS as described previously (38).Mean
label-free MS intensities were calculated for each biological replicate.
Peptide and protein false discovery rates were set to 1%. Proteins
enriched from SCC-FAK-WT lL33-CRSIPR-IL-33–BirA cells by at
least threefoldwhen compared to SCC-FAK-WTIL-33–CRISPR-E.V.-BirA
(P < 0.05) were considered specific. Proteomics analysis of nuclear FAK
protein complexes is described in (9). All other protein interaction
network analysis was performed using IPA (Qiagen). The IL-33 MS
proteomics data have been deposited to the ProteomeXchange Consor-
tium via the PRoteomics IDEntifications (PRIDE) database partner re-
pository (39) with the data set identifier PXD007698.

Interaction network analysis
Genes differentially expressed in FAK−/− SCC cells compared to FAK-
WTSCCcells were extracted frommicroarray data (9) using rank prod-
uct analysis. Significantly differentially expressed genes [P < 0.0005,
percentage false-positives (pfp) < 0.05] were subjected to gene ontol-
ogy enrichment analysis using DAVID Bioinformatics Resources
(version 6.8) (40). Genes annotated with overrepresented top-level
cellular component terms as determined by Benjamini-Hochberg–
corrected hypergeometric test (P < 0.05) were used to seed a protein
interaction network based on direct physical interactions constructed

using the GeneMANIA plugin (version 3.4.1; mouse interactions) in
Cytoscape (version 3.3.0) (41). The largest connected graph component
was clustered using the Allegro Spring–Electric force–directed
algorithm (Allegro Viva).

Hierarchical cluster analysis
Unsupervised agglomerative hierarchical clustering was performed on
the basis of Euclidean distance or Pearson correlation computed with
an average-linkage or complete-linkage matrix using R or Cluster 3.0
(C Clustering Library, version 1.50) (42). Clustering results were visual-
ized usingR or Java TreeView (version 1.1.6) (43) andMultiExperiment
Viewer (version 4.8.1) (44).

Inhibitor treatment
FAK-WT SCC cells were treated with doses ranging from 50 to 250 nM
VS4718 for 24 hours, 10 mMvorinostat for 24 hours, or 200 nM JQ1 for
48 hours, after which RNA or protein lysates were collected for qRT-
PCR or Western blot analysis as described above. All inhibitors were
obtained from Selleckchem.

Subcutaneous tumor growth
All experiments involving animals were carried out in accordance with
the UKCoordinating Committee on Cancer Research guidelines by ap-
proved protocol (Home Office Project License no. 60/4248). SCC cells
(1 × 106; defined earlier) were injected into both flanks of FVBmice, and
tumor growth was measured twice weekly using calipers. Animals were
sacrificed by cervical dislocation when tumors reached maximum
allowed size (1.5 cm in diameter) or when signs of ulceration were ev-
ident. Group sizes ranged from three to five mice, each bearing two tu-
mors, and tumor volume was calculated in Excel (Microsoft) using the
formula x − 4/3pr3. Statistics and graphs were calculated using Prism
(GraphPad).

CD8+T cell depletion
Anti-mouse CD8 (clone 53-6.7) and appropriate isotype control Abs
(rat immunoglobulin G 2a) were purchased from BioXcel. T cell deple-
tion was achieved after intraperitoneal injection of 150 mg of depleting
Ab (same for all Abs) into female age-matched FVBmice for three con-
secutive days and maintained by further intraperitoneal injection at
7-day intervals until the study was terminated. SCC FAK-WT (1 × 106)
or FAK−/− cells were injected subcutaneously into both flanks 6 days
after initial Ab treatment, and tumor growth wasmeasured twice week-
ly as described above.

Fluorescence-activated cell sorting analysis of immune
cell populations
Tumors established after injection of 1 × 106 SCC cells into both flanks
of FVB mice were removed at day 12 into RPMI (Sigma-Aldrich) sup-
plemented with 10% FBS (Life Technologies). Tumor tissue was
mashed into a pulp using a scalpel and resuspended inDulbecco’smod-
ified Eagle’s medium (Sigma-Aldrich) supplemented with collagenase D
(2 mg/ml) and DNase1 (200 U/ml; Roche). Samples were incubated
for 30min at 37°Cwith agitation, pelleted by centrifugation at 1600 rpm
for 5 min at 4°C, resuspended in 5 ml of red blood cell lysis buffer
(Pharm Lysing Buffer; Becton Dickinson) for 10 min at 37°C, pelleted
by centrifugation at 1600 rpm for 5min at 4°C, resuspended in PBS, and
mashed through a 70-mm cell strainer. The resulting single-cell suspen-
sion pellet was pelleted by centrifugation at 1600 rpm for 5 min at 4°C
and resuspended in PBS. This step was repeated a further time, and the
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resulting cell pellets were resuspended in 100 ml of PBS containing e506
fixable viability dye (1:1000 dilution) and transferred into the well of a
round-bottom 96-well plate. Samples were incubated at 4°C for 30min.
Cells were then pelleted by centrifugation at 1600 rpm for 5 min at 4°C
and resuspended in fluorescence-activated cell sorting (FACS) buffer
(PBS containing 1% FBS and 0.1% sodium azide). This step was re-
peated for a total of three times. Cell pellets were resuspended in
100ml of Fc block [1:200 dilution of FcAb (eBioscience) in FACSbuffer]
and incubated for 15min at RT.Onehundredmicroliters ofAbmixture
[1:200 dilution ofAbs except anti-FoxP3,whichwas used at 1:100 (listed
in fig. S3) in FACS buffer] was added to eachwell, and the samples were
incubated for 30 min in the dark at 4°C. The plate was then centrifuged
at 1600 rpm for 5 min at 4°C, and the cells were resuspended in FACS
buffer. This step was repeated three times. Samples were analyzed using
aBDFortessa FACSAnalyser. Data analysis was performed using FlowJo
software. All Abs were from eBioscience. Statistics and graphs were
calculated using Prism (GraphPad).

SUPPLEMENTARY MATERIALS
www.sciencesignaling.org/cgi/content/full/10/508/eaan8355/DC1
Fig. S1. Identification of common upstream regulators of IL33 and ST2 promoter–associated
transcription factors.
Fig. S2. CRIPSR knockout of IL33 reduces Ccl5 expression.
Fig. S3. Gene ontology enrichment analysis.
Table S1. Immune cell population markers.
Table S2. Primer sequences.
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A phenotypically and functionally distinct human TH2
cell subpopulation is associated with allergic disorders
Erik Wambre,1* Veronique Bajzik,1 Jonathan H. DeLong,1 Kimberly O’Brien,1 Quynh-Anh Nguyen,1
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Allergen-specific type 2 helper T (TH2) cells play a central role in initiating and orchestrating the allergic and asth-
matic inflammatory response pathways. One major factor limiting the use of such atopic disease–causing T cells as
both therapeutic targets and clinically useful biomarkers is the lack of an accepted methodology to identify and
differentiate these cells from overall nonpathogenic TH2 cell types. We have described a subset of human memory
TH2 cells confined to atopic individuals that includes all allergen-specific TH2 cells. These cells are terminally differ-
entiated CD4+ T cells (CD27− and CD45RB−) characterized by coexpression of CRTH2, CD49d, and CD161 and exhibit
numerous functional attributes distinct from conventional TH2 cells. Hence, we have denoted these cells with this
stable allergic disease–related phenotype as the TH2A cell subset. Transcriptome analysis further revealed a distinct
pathway in the initiation of pathogenic responses to allergen, and elimination of these cells is indicative of clinical
responses induced by immunotherapy. Together, these findings identify a human TH2 cell signature in allergic dis-
eases that could be used for response-monitoring and designing appropriate immunomodulatory strategies.

INTRODUCTION
As part of their specialization, CD4+ effector T cells acquire functional
and phenotypic characteristics to specifically respond against patho-
gens. Within different T helper (TH) cell subsets, the TH2 cell subset
is characterized by the production of interleukin-4 (IL-4), IL-5, IL-9,
and IL-13 cytokines, which promote both immunoglobulin E (IgE)–
and eosinophil-mediated immune responses (1). Although TH2 cells
were initially considered to be a homogeneous subset, their functional
heterogeneity is now appreciated, as is the fact that additional TH2 sub-
populations may determine TH2-driven pathology (2–4). For example,
a recent study revealed a subpopulation of human memory TH2 cells
that produces IL-17 along with cardinal TH2 cytokines (5). Remark-
ably, the proportion of these circulating TH17/TH2 cells was extremely
low in nonatopic individuals compared to patients with chronic severe
asthma, suggesting a possible role in the pathogenesis and severity of
the disease. Another source of heterogeneity among CD4+ T cell sub-
sets is at the level of T cell surface marker expression that determines
their differentiation states, effector functions, and migratory capacity.
With respect to the TH2 cell subset, our group recently demonstrated
that pathogenic allergen-specific T cells are highly matured effector
TH2 cells characterized by the lack of expression of CD27, a tumor ne-
crosis factor receptor superfamily member of costimulatory molecules
(6, 7). Similarly, distinct subpopulations of TH2 cells with enhanced
function have been described in a murine model of allergic inflamma-
tion based on differential expression of CXCR3 and CD62L (8) or
CCR8 (9) and in human allergic eosinophilic inflammatory diseases,
according to the expressionof thehematopoietic prostaglandinDsynthase
(hPGDS) (10) or IL-17RB (11). In these studies, the authors suggested
that heterogeneity within TH2-mediated immune responses plays dif-
ferential roles in immunopathology. Hence, we surmise that allergic
individuals have specific subpopulations of TH2 cells associated with
global atopic inflammatory disorders.

Until now, there has been no biological measurement to accurately
reflect and quantify an underlying allergic disease process and ideally
provide accurate surrogate end points to assess immunotherapy effi-
cacy. A major impediment to the use of allergic disease–causing T cells
as a therapeutic target and clinically useful biomarker is the lack of an
acceptedmethod to both identify these cells anddifferentiate them from
the overall TH2 cell types. Recent progress in peptide–major histo-
compatibility complex (MHC) class II (pMHCII) tetramer staining
has allowed direct ex vivo visualization of allergen-specific CD4+ T cells
and enabled quantification and characterization of these cells in a
setting closer to their natural physiological state (7, 12). Description
of a set of T cell surface markers that are differentially expressed in
allergen-specific TH2 cells as compared to classical TH2 cells would
allow this issue to be addressed.

Here, we describe an allergic T cell signature characterized by the
coexpression of the chemoattractant receptor CRTH2, the natural
killer cell marker CD161, and the homing receptor CD49d in human
terminally differentiated (CD45RBlow CD27−) CD4+ T cells. The vast
majority of allergen-specific T cells in allergic individuals with either
food, pollen, pet’s dander, mold, or house dust mite allergy fall into
this subset and were preferentially deleted during allergen-specific
immunotherapy (AIT). Hence, we have denoted this proallergic sub-
population of TH2 cells, confined to atopic individuals, as the TH2A
cell subset. Transcript analysis further highlights key functional differ-
ences between TH2A cells and conventional TH2 cells, providing mo-
lecular signatures that suggest specific contribution of the TH2A cell
subset to allergic disease. Together, these findings identify a pathogenic
TH2 cell signature unique to allergic individuals that could potentially
be used as a clinically relevant biomarker and therapeutic target in
atopic disorders.

RESULTS
Allergic disease–related phenotypic differences exist in the
TH2 cell subset
For many years, chemokine receptors and surface markers have
been instrumental in the characterization of memory T cell subsets
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with distinct migratory capacity and effector functions. To determine
whether a set of T cell surface markers can be differentially expressed
in allergen-specific TH2 cells, we undertook a detailed ex vivo phe-
notypic profiling of total CD4+ T cells, conventional TH2 cells, and
allergen-specific CD4+ T cells. Using alder pollen allergy as a model,
freshly isolated peripheral blood mononuclear cells (PBMCs) from
DR07:01- or DR15:01-restricted allergic individuals were stained
with fluorescently labeled pMHCII tetramers, followed by magnetic
column enrichment process to directly examine allergen-specific
CD4+ T cell phenotypic profiles. Among TH2-associated surface
markers, CRTH2, the prostaglandin D2 receptor chemoattractant
receptor–homologous molecule expressed on TH2 cells, is reported
as the most reliable marker to identify human TH2 cells (13). As a
control, we examined the ex vivo phenotypic profile of total CRTH2

+

CD4+ memory T cells to compare with the ex vivo enriched allergen-
specific CD4+ T cells. During these flow cytometric screen analyses,
fluorochrome-conjugated antibodies directed against cell surface
marker antigens were selected to elucidate the differentiation, matu-
ration, activation, and homing properties of each group (fig. S1 and
table S1). Variation in surface marker expression between groups is
shown in fig. S2 (A and B). As expected, ex vivo enriched allergen-
specific CD4+ T cells from allergic individuals share numerous
memory TH2 cell features with the conventional TH2 cell group
featuring the expression of CD45RO, CCR4, CD200R, CD58,
CD29, and CRTH2. However, we identified an allergic T cell signa-
ture that includes two up-regulated (CD161 and CD49d) and four
down-regulated (CD27, CD45RB, CCR7, and CD7) T cell surface
markers with significant differential expression (greater than 20%
change; P < 0.001) between groups (Fig. 1A). The CD27low, CCR7low,
CD7low, and CD45RBlow phenotypes, which are associated with
terminally differentiated memory CD4+ T cells, likely reflect recurrent
natural allergen exposure (14, 15). This is consistent with previous
findings by our group demonstrating a strong relationship between
pathogenicity of allergen-specific CD4+ T cells and the maturation
stage of the cells (7, 16). Although loss of CD27 expression within
CD4+ memory T cells is consistently associated with cells lacking

CCR7 and CD7, we observed that CD27low CD4+ T cell subset
can be subdivided into two groups by CD45RB expression (fig. S3).
Thus, to define a smaller set of surface markers, we chose CD27
and CD45RB as convenient down-regulated markers reflecting
allergic features.

Another striking finding from this T cell profiling was the over-
expression of the C-type lectin-like receptor CD161 (4.2-fold
difference, P < 0.001) as part of the signature characterizing allergen-
specific TH2 cells. Expression of CD161 on CD4+ T cells is typically
associated with TH17 responses (17, 18), and like the conventional
TH2 cell subset (CRTH2

+ CD4+), allergen-specific TH2 cells do not
express the TH17-associated chemokine receptor CCR6 (Fig. 1B).
We next performed quantitative polymerase chain reaction (PCR)
analysis on sorted cells from allergic donors and confirmed the higher
expression of CD161 mRNA in CRTH2-expressing allergen-specific
T cells compared to conventional TH2 cells (Fig. 1C). However, although
allergen-specific TH2 cells express similar levels of CD161 as the TH17
cell subset (CCR6+ CXCR3− CD4+), these cells did not exhibit mRNA
expression of TH17 phenotypic markers such as CCR6, IL23R, and the
transcription factor RORC. Together, these data indicate that allergic
disease–related phenotypic differences (not related to a type 17 pheno-
type) occur in the TH2 cell subset.

To demonstrate that our data were not restricted to tree pollen al-
lergy, we next performed our ex vivo pMHCII tetramer approach to
characterize allergen-specific CD4+ T cells in patients with either food
allergy (peanut), perennial allergy (cat and house dust mite), mold
allergy (Aspergillus and Alternaria), or seasonal pollen allergy (alder
and timothy grass). We also used nonallergic individuals as controls.
Whatever the allergen tested in this study, IgE-mediated allergic dis-
eases were characterized by high frequencies of allergen-specific
CRTH2

+ T cells, which were strictly absent in nonallergic subjects,
suggesting that the presence of these CD4+ effector T cells is neces-
sary for allergy pathogenesis (Fig. 2A). In all allergic individuals
tested, the vast majority of pMHCII tetramer–positive T cells were
also characterized by the lack of CD27 expression along with ex-
pression of CD161 (Fig. 2B). Remarkably, CRTH2

+ expression on

Fig. 1. Allergic disease–related phenotypic differences emerged in the TH2 cell subset. (A) Fluorescence-activated cell sorting (FACS)–based T cell surface expression
screening revealed up-regulated and down-regulated T cell surface markers in ex vivo magnetically enriched allergen-specific CD4+ T cells compared to total CRTH2

+ CD4+

T cells. Average expression levels for each T cell surface marker in the allergen-specific CD4+ T cell group and in total CRTH2
+ CD4+ T cell group are plotted against each other.

Data are means from four allergic subjects per group. The gray field depicted less than 20% expression variation between groups. Differences between groups were analyzed
using the Mann-Whitney U test. (B) Examples of intensity distributions of total CRTH2

+ CD4+ T cells (blue) and ex vivo magnetically enriched CRTH2
+ allergen-specific CD4+

T cells tracked bypMHCII tetramer (red) stainedwith candidate cell surfacemarkers. Data are representative of at least three allergic donors. (C) Real-time PCR analysis confirms
that allergen-specific TH2 cells express CD161 but are not related to a type 17 phenotype. Data are means ± SEM from at least three subjects per group.
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allergen-specific CD4+ T cells was concom-
itant with a lack of CD45RB and CD27
expression as well as coexpression of
CD161 and CD49d (Fig. 2C and fig. S4).
Collectively, these data identify the path-
ogenic allergen-specific TH2 cell subset
in atopic individuals as highly mature
(CD27−CD45RBlow) TH2 cells coexpressing
CD161 and CD49d.

A distinct TH2 cell subset is
associated with type
1 allergic diseases
We next sought to determine whether
the pathogenic T cell signature identified
on allergen-specific TH2 cells could be
used to define a subset of the TH2 cells
that would reflect an underlying allergic
disease process. Although it has been
argued that CRTH2

+ CD4+ T cells are
present at higher frequency in allergic
subjects, we observed that this difference
is marginal (fig. S5A). Despite a substan-
tially lower proportion of CD161-
expressing CRTH2

+ T cells in nonatopic
individuals, this subset was not restricted
to allergic subjects. However, we ob-
served that at least two markers (that is,
CD161 and CR45RB or CD27) were
needed to subset the CRTH2

+ CD4+ T
cells to identify an allergy-prone TH2
subset virtually absent in the nonatopic
group, which includes the vast majority
of allergen-specific T cells from allergic in-
dividuals (fig. S5, B and C). Using the gat-
ing strategy depicted in Fig. 3A, we

Fig. 2. A unique allergic disease footprint across allergen-
specific TH cells. (A) Average frequencies of CRTH2

+ allergen-
specific T cells in allergic (white box) and nonallergic subjects
(black box) are indicated for each allergen tested. Data are
means ± SEM from at least six individuals per group. *P <
0.001. Differences between groups were analyzed by using
the Mann-Whitney U test. (B) Percentage of CRTH2

+, CD161+,
and CD27+ cells among ex vivo magnetically enriched allergen-
specific CD4+ T cells from allergic individuals is indicated for

each allergen tested. Each dot represents a single donor. (C) Plots show representative ex vivo profile of alder pollen–specific CD4+ T cells in alder-allergic patient according to
CD27, CCR4, CD45RB, CD161, CD49d, and CRTH2 expression. Data are representative of at least three donors.

Fig. 3. A distinct subset of TH2 cells include pathogenic allergen-specific CD4+ T cells. (A) Gating strategy for
defining proallergic TH2 cells (TH2A cells). PBMCs were first gated according to their size, expression of CD4 and
CD45RO, and after the exclusion of dead cells. Gates then identify CD45RBlow cells among live memory (CD45RO+)
CD4+ T cells, CD27−CD49d+ cell subset, and then CRTH2

+CD161+ T cell subset. Representative staining in allergic
individual and nonatopic subject is shown. (B) Frequency of CD45RBlowCD27−CRTH2

+CD161+CD49d+ CD4+ T cells
(TH2A) between allergic subjects (n = 80) and nonatopic individuals (n = 34). Each dot represents a single donor,
and differences between groups were analyzed by using the Mann-Whitney U test. (C) TH2 and TH2A phenotype
observed over a culture time of 6 weeks with subsequent T cell receptor (TCR) stimulations. (D and E) Percentage of TH2A
and TH2 cells expressing CD38 in and out grass pollen season in grass-allergic individuals. Data are representative of at
least three donors (A, C, and D). Differences between groups were analyzed by using the Wilcoxon matched pairs test.
NS, not significant.
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observed that all allergic individuals tested exhibited a significantly
higher number (n= 80;mean ± SEM, 3766 ± 413 cells per 106memory
CD4+ T cells) of CD45lowCD49d+CD27− CRTH2

+CD161+ cells rela-
tive to nonatopic individuals (n = 34; mean ± SEM, 259 ± 37 cells per
106 memory CD4+ T cells; P < 0.0001) (Fig. 3, A and B). Hence, we
have named these proallergic TH2 cells (which are unique to allergic
individuals) the TH2A cell subset.

Remarkably, both conventional TH2 and TH2A cell subsets retain
their respective phenotype after long-term clonal expansion, suggest-
ing that they did not differ in activation or maturation status and can
thus be used as a stable and relevant surrogate marker (Fig. 3C). To
confirm that the TH2A cell subset is specifically involved in type I al-
lergic diseases, we next followed 10 grass pollen–allergic individuals
before and during the grass pollen season (May to August), a window
of time that correlates with increased allergy symptoms and with up-
regulation of the activationmarker CD38 within grass pollen–reactive
CD4+ T cells (7, 16). Consistent with direct access to allergy-prone
TH2 cells according to CRTH2, CD27, CD45RB, CD49d, and
CD161 differential expression, we observed that CD38 expression
was specifically up-regulatedwithin the TH2A subset during grass pol-
len season but not within the conventional TH2 cell subset or outside
pollen season (Fig. 3, D and E). Collectively, our data demonstrate that
the TH2A cell subset represents a phenotypically distinct TH2 sub-
population, which may encompass the vast majority of pathogenic
TH2 cells involved in type I allergic diseases.

The TH2A cell subset represents a suitable therapeutic target
To determine whether the TH2A cell subset constitutes a clinically
relevant therapeutic target in the allergy context, we next performed

a longitudinal study in a subset of peanut-allergic patients completing
characterized oral desensitization immunotherapy (CODIT) with
AR101, an experimental orally administered biological drug containing
the antigenic profile found in peanuts. During this randomized, double-
blinded, placebo-controlled trial (ARC001), coded samples from
subjectswere provided to the operator at baseline both before and after
double-blind, placebo-controlled food challenges (DBPCFC) with
peanut flour, as well as at the end of the maintenance visit before
DBPCFC. Themagnitude and quality of peanut-specific T cell responses
were determined ex vivo using the CD154 up-regulation assay (19) after
short restimulation of PBMCs with a pool of peanut peptides library
derived from Ara h 1, Ara h 2, Ara h 3, Ara h 6, and Ara h 8 peanut-
allergic components. As expected, the vast majority of peanut-reactive
CD4+ T cells were bona fide TH2A cells at baseline, and the DBPCFC
protocol led to significant increased expression of the cell surface acti-
vation marker CD38 (Fig. 4A and fig. S6A), concomitant with an
increased average frequency of these cells (Fig. 4B). Accordingly, only
TH2A cells, and not conventional TH2 cells, were specifically activated
after peanut oral food challenge (OFC) (fig. S6B).

As reported elsewhere (20), 100 and 78% of patients who completed
the active treatment regimen (n = 23) tolerated a cumulative amount
of peanut protein of 443 and 1043 mg, respectively, compared to 19
and 0% in the placebo group (n = 26). In such a setting, we observed a
direct correlation between decrease in peanut-specific TH2A cell fre-
quency and achievement of peanut desensitization in the active group
compare to placebo (Fig. 4, C and D, and fig. S6C). Together, our data
demonstrate that TH2A cells play a critical role in allergic disease
pathogenesis and reinforce previous data by our group that the allergen-
specific TH2 cell subsetmay represent a suitable therapeutic target and

surrogate marker of clinical efficacy dur-
ing AIT (7, 16, 21).

TH2A cells differentially contribute
to TH2-driven pathology
To determine whether allergic disease–
related functional differences could be iden-
tified in theTH2Acell subset, freshly isolated
TH2A, TH2 (CD161

−CRTH2
+CD27−), and

TH1/TH17 (CD161+CRTH2
−CD27−) cell

subsets from allergic individuals were
subjected to polychromatic intracellular
cytokine profile analysis. After polyclonal
activation with phorbol 12-myristate
13-acetate (PMA)/ionomycin, asignificantly
higher proportion of TH2A cells expressed
IL-5 and IL-9 compared to conventional
TH2 cells (Fig. 5A). Conversely, interferon-g
(IFN-g) and IL-17, the respective cytokines
for TH1 and TH17 cell subsets, were
restricted to the CD161+CRTH2

−CD27+

TH cell population. The TH2A cell subset
was also more polyfunctional, with a sig-
nificantlygreaterproportionof cellsproduc-
ing simultaneously multiple TH2 effector
cytokines compared to conventional TH2
cells (Fig. 5, B and C). As a comparison,
expression of cardinal TH2 cytokine was
also investigated within ex vivo enriched
allergen-specific CD4+ T cells in allergic

Fig. 4. Peanut-specific TH2A cells are specifically targeted during immunotherapy. (A) Ex vivo phenotype of
peanut-reactive CD4+ T cells before and after DBPCFC with peanut flour. Each dot represents a single donor. (B) Ex vivo
frequency of peanut-reactive CD4+ T cells before and after DBPCFC. (C) Plots show representative ex vivo profile of
peanut-reactive CD4+ T cells according to CD27, CD161, and CRTH2 expression before and after CODIT both in placebo
and active groups. Data are representative of at least three donors per group. Percentages of CD27− allergen-specific
T cells expressing the given marker are indicated in the upper left quadrant. (D) Ex vivo peanut-specific TH2A cell
frequencies before and after CODIT both in placebo (n = 3) and active (n = 4) groups. Differences between groups were
analyzed by using the Wilcoxon matched pairs test (A and B) and unpaired t test (D). *P < 0.05.
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individuals and found to be restricted to the CD27−CRTH2+CD161+

allergen-specific CD4+ T cell subset (fig. S7). Remarkably, the unique
secretion pattern of TH2A cell lines was quite stable over time, even
after multiple rounds of stimulations over sequential 6-week cultures
(Fig. 5D). Thus, human circulating TH2A cells may contribute differ-
ently to TH2-driven pathology than conventional TH2 cells by simul-
taneously producing multiple cardinal TH2 cytokines.

Transcriptome analysis reveals unique pathway in TH2A cells
To further investigate the pathophysiologic meaning of the allergic
T cell signature, we performed microarray analysis (Gene Expression
Omnibus accession GSE93219) on freshly isolated TH2A cells com-
pared to known T cell subsets (that is, TH1, TH17, and TH2) from dif-
ferent donor pools, which contained blood from two to three donors.
This was necessary to obtain sufficient numbers of cells formicroarray
experiments. From the data sets comparing TH2A with TH2 cells,
epithelium-derived cytokines receptors, such as the IL-25 receptor
(IL-17RB), the IL-33 receptor (IL1RL1), and the thymic stromal
lymphopoietin–receptor (CLRF2), which are well-known molecules
involved in the allergic/asthmatic immune response (22–24), were
more highly expressed in TH2A cells relative to conventional TH2 cells
(Fig. 6, A and B). In addition, we confirmed that TH2A cells produced
more IL-5 and IL-9 relative to conventional TH2 cells, whereas TH1-
and TH17-related genes (IFN-g, IL-17, RORC, IL23-R, and CCL20)
were absent in TH2 and TH2A cell subset (Fig. 6B). TH2A cells also
highly expressed genes involved in arachidonic acid signaling that

have previously been linked to allergic disease such as hPGDS (10),
the prostaglandin synthase PTGS2 (25, 26), the short-chain free fatty
acid receptor GPR42 (27), and the peroxisome proliferator–activated
receptor PPARg (table S2) (21). Because of limitations of currently
available anti-human ST2 and IL17RB reagents, wewere unable to ob-
serve the differential expression of these twomarkers on the surface of
peripheral CD4+ T cells by using flow cytometry. Thus, we wished to
determine whether up-regulation of IL-17RB and IL1RL1 transcript
identified in the TH2A cell subset was specifically observed on allergen-
specific T cells from allergic individuals. To this aim, we performed a
real-time PCR expression analysis on sorted pMHCII tetramer–positive
T cells tracking peanut-specific CD4+ T cells in peanut-allergic subjects
and in nonatopic individuals. Sorted conventional TH2 cells from the
same allergic subjects were also used as control. As expected, we con-
firmed that gene transcripts, such as CD161, IL1RL1, and IL17RB, were
expressed in allergen-specific CD4+ T cells from allergic individuals but
were absent both in conventional TH2 cells and in allergen-specific
T cells fromnonallergic individuals (Fig. 6C).Althoughnot causal, these
data imply that pathological differences between TH2A and
conventional TH2 cells in allergic individuals are fundamental to disease
development (fig. S8).

DISCUSSION
Although antigen-specific TH2 cells are at the core of the allergic
process in atopic individuals, tracking and targeting these allergic

Fig. 5. TH2A cell subset may differentially contribute to TH2-driven pathology. (A) Cytokine production by TH2A (white bar), conventional TH2 (gray bar), and TH1/TH17
(black bar) cell subset. T effector cell subset from allergic individuals was sorted by FACS and stimulated for 5 hours with PMA/ionomycin in the presence of a protein transport
inhibitor. Data are means ± SEM of four subjects per group. Differences between groups were analyzed by using the Mann-Whitney U test. *P < 0.01. (B) Plots show repre-
sentative ex vivo intracellular cytokine staining for IL-4, IL-13, IL-5, and IL-9 in FACS-sorted TH2 and TH2A subset. Numbers indicate relative percentages in eachquadrant. (C) Pie
charts show the proportion of cells producing simultaneously one, two, three, or four cardinal TH2 cytokines (IL-4, IL-5, IL-9, and IL-13) after polyclonal activation. Data aremean
percentageof cytokine-producing cells from four allergic donors. Comparisons between groupswereperformedusing Kruskal-Wallis one-wayanalysis of variance (ANOVA) on
ranks. *P < 0.01. (D) Plots show representative intracellular cytokine staining for IL-5 and IL-9 in TH2 and TH2A cell clone from the same allergic individuals. Data are repre-
sentative of at least three allergic donors (B and D).
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disease–causing T cells without affecting other nonpathogenic TH2
processes have been a challenge. Using an ex vivo pMHCII tetramer–
based T cell profiling, we have shown that in all type 1 allergic individuals,
the differential expression of at least three markers (that is, CRTH2,
CD161, and a differentiation stage marker such as CR45RB or CD27)
is needed to define a pathogenic TH2 cell subset that is allergen-specific
and virtually absent in nonatopic individuals (denoted here as TH2A
subset).

Multiples lines of evidence suggested the pathogenic potential of
TH2A cell subset in settings of allergic inflammatory disease. First,
we observed that allergen-specific TH2 cells from allergic patients with
either seasonal, perennial, fungus, or food allergy were virtually all
contained in the terminally differentiated (CD27−) memory TH cell
subset that coexpresses CRTH2 and CD161. Second, the overall num-
ber of cells from this subset was markedly higher in all allergic indivi-
duals as compared to nonatopic individuals. This particular
proallergic TH cell subset is remarkable in that it can easily be detected
directly ex vivo in every allergic individual due to its ability to include a
broad array of allergen-specific TH2 cells. Hence, our data demon-
strate that during a natural allergen challenge, such as pollen season
or a peanut challenge test, the TH2A cell subset was distinctively acti-
vated (16, 28, 29). Finally, our data highlight key functional and mo-
lecular differences between pathogenic and conventional TH2 cells,

recapitulating previous observation in their murine counterpart (8)
and highlighting specific therapeutic targets.

CD161 expression has been described as a hallmark of human
TH17 cells (17, 18). Therefore, its expression on a TH2 cell subset that
does not express CCR6, RORC, or IL-17 cytokine is of great interest.
Given that lectin-like transcript 1, the CD161 ligand, is expressed on
respiratory epithelial cells during respiratory virus infection (30), it
likely indicates the specialized role of allergen-specific TH2 cells and
thus may be implicated in allergic pulmonary inflammation and
asthma exacerbation. CD161 expression also provides gut-specific
homing properties to T cells (31), and a higher proportion of
CD161+ circulating CD4+ T cells have been previously described in
allergic patients compared to nonatopic individuals (10, 32). Expres-
sion of CD161 on TH2 cells was also associated with IL-5–producing
T effector cells associated with eosinophilic gastrointestinal disease
(3). In support of these findings, our results show that IL-5 and IL-9
cytokines have some of the greatest fold changes of all up-regulated
transcripts in the TH2A subpopulation compared with conventional
TH2 cells. Our functional analysis also confirmed that TH2A cells
exhibited profoundly superior functional activity compared to
conventional TH2 cells, with individual cells capable of producing a
larger amount of a broad spectrum of TH2 cytokines upon TCR acti-
vation. Because each TH2 cytokine has a well-defined and relatively

Fig. 6. TH2A cell subset shows distinct gene expression patterns. (A) Scatterplot of the average signal of TH2A versus conventional TH2 cell gene expressionmicroarray
data. Shown are genes whose transcription has been up-regulated (red) or down-regulated (blue) by a factor of 2. Genes that have previously been linked to allergic diseases
are listed. (B) Hierarchical clustering heatmapof all geneswith expression fold changes of eight in one cell subset relative to the other three subsets. Data aremean normalized
raw gene expression values from two independentmicroarray experiments on cells sorted from different donor pools (each pool containing blood from two to three donors).
(C) Real-time PCR analysis showing mRNA expression profile of the most relevant genes up-regulated in TH2A cell subset in total CRTH2

+ T cells (gray) and in allergen-specific
T cells from nonallergic individuals (white) or allergic subjects (black). Data are means ± SEM from at least three subjects per group.
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specific function, it is likely that TH2A cells have greater adverse activity
relative to conventional TH2 cells, which might reflect the wide array of
clinical symptoms associated with allergic disorders (10, 33–35).

Understanding why some individuals elicit a pathogenic TH2 re-
sponse to allergen might facilitate the development of improved vac-
cination strategies. It therefore raises the question of the origin of
TH2A cells in atopic individuals. There is now growing evidence for
a role of epithelium-derived cytokines in the differentiation of TH2
cells and in the establishment of airway inflammation (36). IL-33
and IL-25 pathways have been also associated with the induction of
both IL-9 and IL-5 production in human TH2 cells that drive a cascade
of downstream events (37–40). One possible mechanism to explain
and integrate all these results into a cohesive schema is that upon
allergen recognition, epithelial cells release cytokines that not only
stimulate innate cell networks but may also act directly on CD4+

T cells to confer memory TH2 cell pathogenicity in atopic individuals,
as recently suggested by Endo et al. (39). Whether local epithelial
cytokines influence allergen-specific TH2 cell response requires further
study, but our finding that TH2A cells specifically express IL-17RB and
IL1RL1 supports the notion of a local checkpoint that restricts the op-
timal pathogenic TH2 responses to sites of tissue distress (10, 41). By
establishing a clear link between the elimination of the allergen-specific
TH2A cell subset in peanut-allergic patients and the clinical benefit
induced by oral immunotherapy, our data reinforce previous reports
by our group that the current immunotherapy approach, using crude
preparation of intact allergens, restores a desensitization state in the
allergic patients by means of preferential exhaustion/deletion of allergen-
specific TH2 cells (7, 16, 42). TH2A cell subset sharesmultiple functional
features with CCR8+ (9), hPGDS+ (10), and IL-17RB+ (11) pathogenic
TH2 cell subsets that have been recently described in chronic atopic
dermatitis, eosinophilic gastrointestinal diseases, and eosinophilic
chronic rhinosinusitis, respectively. Therefore, it seems likely that
TH2A cell subset described in this studymay encompass various types
of pathogenic TH2 cell populations involved in atopic diseases.
Together, it supports the “disease induction model” proposed by
Nakayama and colleagues (43–45), wherein the presence of a patho-
genic CD4+ T cell subset with distinct phenotypic and functional
properties might be sufficient for the pathogenesis of an immune-
mediated disease, regardless of the balance of other TH subsets.

In summary, we have identified a proinflammatory human TH2
cell subpopulation unique to atopic individuals that is defined by
stable coexpression of CRTH2, CD161, and CD49d and low expres-
sion of CD45RB and CD27.We suggest that TH2A cells are important
in the pathogenesis of allergic diseases and should facilitate the
detailed analysis of allergen-specific TH2 cell subset in allergic individ-
uals. Therefore, further detailed studies focusing on the TH2A cell
subset may prove useful in the diagnosis, molecular characterization,
or the discovery of novel therapeutic targets to enhance the power of
allergen vaccines.

MATERIALS AND METHODS
Study design
The main research objective of this study was to determine whether
allergic individuals have specific subpopulations of TH2 cells associated
with global atopic inflammatory disorders. To investigate allergic-
related differences in peripheral T cells from allergic individuals,
the profile of allergen-specific TH2 cell subset ex vivo using direct
pMHCII tetramer staining was determined and compared to the

profile of total TH2 cell subset. Candidate signature-associated
markers were then tested in allergic patients and in nonatopic individ-
uals. To evaluate this signature in the context of clinical intervention, a
longitudinal study was conducted in patients receiving oral immuno-
therapy. Sample size was determined on the basis of the availability of
fresh blood samples and with the intention to include samples before
and after OFC and before and after therapy, where possible. All data
generated were included in the analysis. Researchers performing the
measurements were blinded to the treatment group and sample iden-
tity. To further explore the pathophysiologic meaning of this allergic
T cell signature, we used real-time PCR, intracellular cytokine analysis
and microarray analysis. Replication numbers for experiments
are listed in the figure legends. Primary data for experiments where
n < 20 are shown in table S3.

Subjects
Subjects were recruited at the Allergy Clinic at Virginia Mason Med-
ical Center. All subjects were recruited with informed consent, and the
study was approved by the Institutional Review Board of Benaroya
Research Institute. Allergic subjects (n = 80) were selected on the basis
of their clinical history, a positive prick test, and positive IgE reactivity
to extract (test score, ≥0.35 kU/liter) using the ImmunoCAP test
(Phadia AB). For subjects with no history of allergy (n = 34), the nonatopic
status was confirmed by a lack of IgE reactivity and a negative in vitro
basophil activation assay after stimulation with a pool of allergen
extracts. All subjects were human leukocyte antigen (HLA)–typed by
using sequence-specific oligonucleotide primers with UniTray SSP kits
(Invitrogen).

CODIT study design and participants
In ARC001 (46), a multicenter, randomized, double-blind, placebo-
controlled study of efficacy and safety of CODIT (Aimmune Thera-
peutics Inc.), peanut-allergic subjects aged 4 to 26 years were enrolled
on the basis of clinical history of allergy to peanut, a serum IgE to
peanut of≥0.35 kU/liter (UniCAP) or positive skin prick test to peanut
of >3 mm compared to control, and an allergic reaction at or before
100 mg of peanut protein during a screening DBPCFC, conducted in
accordance with PRACTALL (Practical Issues in Allergology, Joint
United States/European Union Initiative) guidelines. Participants were
randomly assigned (1:1) to active treatment with AR101 or matched
placebo. Subjects initiated the study with a single dose of 0.5 mg of
study product and escalated biweekly over the course of about 20weeks
to the target maintenance dose of 300 mg/day. The primary clinical
efficacy end point was the proportion of subjects in each group who
tolerated at least 300 mg (443 mg cumulative) of peanut protein with
no more than mild symptoms at the exit DBPCFC. Of 55 subjects
enrolled in the ARC001 study, 10 participants were consented for ad-
ditional volume of blood (10 to 15 ml) to be collected before and after
the screening DBPCFC, and 7 participants (3 placebo and 4 active)
were consented for additional volume of blood to be collected before
and after CODIT.

Tetramer reagents
Biotinylated HLA-DR molecules were generated and purified as
described (47). T cell epitopes were identified by tetramer-guided
epitope mapping (table S4) (48). Epitope-specific pMHCII tetramer
reagents were generated by loading specific peptides onto biotinylated
soluble DR monomers and subsequently conjugated with phycoery-
thrin (PE)–streptavidin (47).
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Ex vivo analysis of allergen-specific CD4+ T cells
Twenty million PBMCs in culture medium at a concentration of 150
million cells/ml were treated with dasatinib (49) for 10 min at 37°C,
followed by staining with of PE-labeled pMHCII tetramers (20 mg/ml)
at room temperature for 100 min. After tetramer staining, cells were
then washed twice and incubated with anti-PE magnetic beads
(Miltenyi Biotec) at 4°C for another 20 min. The cells were washed
again and enriched using a magnetic column according to the manu-
facturer’s instructions (Miltenyi Biotec). Frequency was calculated as
previously described (50). For unbiased FACS screen analysis,
CRTH2-labeled PBMCs and cells in the tetramer-bound fractions
were both stained with antibodies against markers of interest (table
S1) or corresponding isotype-matched monoclonal antibodies. A
combination of the vital dyeVia-Probe (BDPharmingen) as a viability
marker, CD19 (eBioscience), and CD14 (eBioscience) was used to ex-
clude dead cells, B cells, andmonocytes from the analysis, respectively.
A FACSAria II was used for multiparameter analysis, and data were
analyzed with FlowJo software (Tree Star, Inc.).

TH2A cell subset analysis
TH2A cells were defined as CD4+CD45RO+CD27−CD45RBlowCRTH2+

CD161+CD49d+ T cell subset. The following antibodies were used in
flow cytometric analysis: fluorescein isothiocyanate (FITC)–conjugated
anti-CD45RB (clone MEM-55, AbD Serotec), phycoerythrin-Texas Red
(ECD)–conjugated anti-CD45RO (clone UCHL1, Beckman Coulter),
Alexa Fluor 647–conjugated anti-CRTH2 (clone BM16, BD Bio-
sciences), antigen-presenting cell (APC)–H7–conjugated anti-CD27
(clone M-T271, BD Biosciences), V450-conjugated anti-CD38 (clone
HIT2, eBioscience), eFluor 650–conjugated anti-CD3 (clone OKT3,
eBioscience), PE-conjugated anti-CD161 (clone HP-3G10, eBioscience),
PE-Cy7–conjugated anti-CD49d (clone 9F10, BioLegend), and BV605-
conjugated anti-CD4 (clone OKT4, BioLegend). CD45RBlow cells were
identified using a cutoff of 35% among live memory CD4+ T cells.

TH cell subset isolation
Freshly isolated PBMCs were labeled with V500-conjugated anti-CD4
(clone RPA-T4, BD Biosciences), Alexa Fluor 647–conjugated anti-
CRTH2 (clone BM16, BD Biosciences), PE-Cy7–conjugated anti-
CCR6 (clone R6H1, BD Biosciences), AF488-conjugated anti-CXCR3
(clone 1C6/CXCR3, BD Biosciences), APC-H7–conjugated CD27
(clone M-T271, BD Biosciences), ECD-conjugated anti-CD45RO
(clone UCHL1, Beckman Coulter), PE-conjugated anti-CD161 (clone
HP-3G10, eBioscience), and eFluor 650–conjugated anti-CD3 (clone
OKT3, eBioscience). A combination of the vital dye Via-Probe (BD
Pharmingen) as a viability marker, CD19 (eBioscience), and CD14
(eBioscience) was used to exclude dead cells, B cells, and monocytes
from the analysis, respectively. TH2A cells (CD4+CD45RO+CD27−

CRTH2
+CD161+), conventional TH2 cells (CD4+CD45RO+CD27−

CRTH2
+CD161−), TH17 cell subset (CD4+CD45RO+CRTH2

−CCR6+

CXCR3−), and TH1 cells (CD4
+CD45RO+CRTH2

−CCR6−CXCR3+) were
isolated to a purity over 96% using FACSAria II (BDBiosciences) (fig. S9).

Intracellular cytokine staining
Intracellular staining was performed by using the Cytofix/Cytoperm
buffer set (BD Biosciences) according to the manufacturer’s instruc-
tions. Briefly, cells were incubated for 5 hours at 37°C with 5% CO2

with PMA (50 ng/ml), ionomycin (500 ng/ml), and GolgiPlug (BD
Biosciences), permeabilized with Cytofix/Cytoperm buffer, and
stained with APC-conjugated anti-IL-5 (JES1-39D10, Miltenyi

Biotec), FITC-conjugated anti–IL-4 (clone 8D4-8, eBioscience),
PE-conjugated anti–IL-9 (clone MH9A4, BioLegend), PerCP/
Cy5.5-conjugated anti–IL-13 (clone JES10-5A2, BioLegend),
BV510-conjugated anti–IFN-g (clone 4S.B3, BioLegend), and APC/
Cy7-conjugated anti–IL-17 (clone BL168, BioLegend). After 30 min
at 4°C, cells were washed and immediately analyzed by flow cytometry.

Real-time PCR expression analysis
The Fluidigm BioMark 96.96 Dynamic Array (51) was used to mea-
sure the gene expression in small cell populations. Ten cells per well
were sorted by FACS in quadruplicate into 96-well plates containing a
reaction mix for reverse transcription (CellsDirect One-Step qRT-
PCR kit, Invitrogen) and preamplification with 96 selected gene
primer pairs (Delta Gene assays, Fluidigm Corp.). After sorting,
samples were reverse-transcribed and preamplified for 18 cycles.
Primers and deoxynucleotide triphosphates were removed by incuba-
tion with Exonuclease I (New England Biolabs), and samples were di-
luted (five times) with TE buffer and stored at −20°C. Samples and
assays (primer pairs) were prepared for loading onto 96.96 Fluidigm
Dynamic Arrays according to the manufacturer’s recommendations.
Briefly, the sample was mixed with 20× DNA binding dye sample
loading reagent (Fluidigm Corp.) and 2× SsoFast EvaGreen Supermix
with Low ROX (Bio-Rad). Assays were mixed with 2× assay loading
reagent (FluidigmCorp.) and TE buffer to a final concentration of 5 mM.
The 96.96 Fluidigm Dynamic Arrays (Fluidigm Corp.) were primed and
loaded on an IFC Controller HX (Fluidigm Corp.), and real-time PCR
was run on a BioMark HD (Fluidigm Corp.). Data were collected and
analyzed using Fluidigm Real-Time PCR analysis software (v4.1.2).

Microarray analysis and data analysis
Conventional TH1 cells, conventional TH17 cells, TH2A cells, and
conventional TH2 cells were sorted from PBMCs of allergic subjects,
as described above.Use of donor pools (each pool containing blood from
two to three donors) was necessary to obtain sufficient numbers of cells
for microarray experiments. Sorted TH subsets were stimulated for
6 hourswith anti-CD3/CD28 beads (Life Technologies) or left unstimu-
lated before extraction of RNA (RNeasyMini kit, Qiagen). Replicates of
RNA were obtained from each sample that passed quality control.
Complementary RNAwas prepared by amplification and labeling using
the Illumina TotalPrep RNA Amplification kit (Life Technologies) and
hybridized to human HT-12 Beadarray chips (Illumina). Beadchips
were scanned on a HiScanSQ (Illumina). Background-subtracted data
were generated using GenomeStudio software (Illumina). Data were
processed by customized R/Bioconductor pipeline, including quantile
normalization (52), flooring, log2 transformation, and PALO filtering
(Present At Least Once; at least one sample must have had detection
P < 0.01). Analyses were performed using R.

Statistical analysis
Prism software (GraphPad) was used for statistical analysis of flow
cytometry data. No randomization or exclusion of data points was
used. The nonparametric Mann-Whitney U test was used for unpaired
comparisons between groups, whereas the nonparametric Wilcoxon
matched pairs test was used for paired comparison.

SUPPLEMENTARY MATERIALS
www.sciencetranslationalmedicine.org/cgi/content/full/9/401/eaam9171/DC1
Fig. S1. Flow cytometric plots showing phenotyping of ex vivo enriched allergen-specific CD4+

T cells in allergic subjects.
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Fig. S2. Characteristics of allergic disease causing CD4+ T cells.
Fig. S3. Allergen-specific TH2 cells are highly mature cells.
Fig. S4. Allergen-specific TH2 cells fall into the CD27−CD161+CD45RB−CD49d+ CD4+ T cell
subset.
Fig. S5. Discrimination between proallergic TH2A and conventional TH2 cell subset.
Fig. S6. Influence of OFC and oral immunotherapy on peanut-specific CD4+ T cells.
Fig. S7. Expression of TH2 cytokines is restricted to the allergen-specific TH2A cell subset.
Fig. S8. Overview of TH2A phenotype.
Fig. S9. Gating strategy for TH cell subset isolation.
Table S1. List of antibodies used in this study for the allergen-specific CD4+ T cell profiling.
Table S2. List of all up-regulated genes in the TH2A cell subset relative to conventional
TH2 cells.
Table S3. Primary data.
Table S4. List of pMHCII tetramer reagents used in this study.
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Eradication of spontaneous malignancy by  
local immunotherapy
Idit Sagiv-Barfi,1 Debra K. Czerwinski,1 Shoshana Levy,1 Israt S. Alam,2 Aaron T. Mayer,2  
Sanjiv S. Gambhir,2 Ronald Levy1*

It has recently become apparent that the immune system can cure cancer. In some of these strategies, the antigen 
targets are preidentified and therapies are custom-made against these targets. In others, antibodies are used to re-
move the brakes of the immune system, allowing preexisting T cells to attack cancer cells. We have used another 
noncustomized approach called in situ vaccination. Immunoenhancing agents are injected locally into one site of 
tumor, thereby triggering a T cell immune response locally that then attacks cancer throughout the body. We have 
used a screening strategy in which the same syngeneic tumor is implanted at two separate sites in the body. One 
tumor is then injected with the test agents, and the resulting immune response is detected by the regression of the 
distant, untreated tumor. Using this assay, the combination of unmethylated CG–enriched oligodeoxynucleotide 
(CpG)—a Toll-like receptor 9 (TLR9) ligand—and anti-OX40 antibody provided the most impressive results. TLRs are 
components of the innate immune system that recognize molecular patterns on pathogens. Low doses of CpG in-
jected into a tumor induce the expression of OX40 on CD4+ T cells in the microenvironment in mouse or human tu-
mors. An agonistic anti-OX40 antibody can then trigger a T cell immune response, which is specific to the antigens 
of the injected tumor. Remarkably, this combination of a TLR ligand and an anti-OX40 antibody can cure multiple 
types of cancer and prevent spontaneous genetically driven cancers.

INTRODUCTION
T cells that recognize tumor antigens are present in the tumor micro-
environment, and their activity is modulated through stimulatory and 
inhibitory receptors. Once cancer is well established, the balance be-
tween these inputs is tipped toward immunosuppression (1, 2). The 
inhibitory signals on T cells are delivered through molecules such as 
cytotoxic T lymphocyte–associated protein 4 (CTLA4) and pro-
grammed cell death protein 1 (PD1) by interaction with their respec-
tive ligands expressed on cancer cells and/or antigen-presenting cells 
(APCs). However, these same tumor-reactive T cells express stimulatory 
receptors including members of the tumor necrosis factor receptor 
(TNFR) superfamily. Therefore, many attempts are being made to 
relieve the negative checkpoints on the antitumor immune response 
and/or to stimulate the activation pathways of the tumor-infiltrating 
effector T cells (Teffs).

Here, we conducted a preclinical screen to identify candidate im-
munostimulatory agents that could trigger a systemic antitumor T cell 
immune response when injected locally into one site of tumor. We 
found that Toll-like receptor 9 (TLR9) ligands induce the expression 
of OX40 on CD4 T cells in the tumor microenvironment. OX40 is a 
costimulatory molecule belonging to the TNFR superfamily, and it is 
expressed on both activated Teffs and regulatory T cells (Tregs). OX40 
signaling can promote Teff activation and inhibit Treg function.

The addition of an agonistic anti-OX40 antibody can then provide 
a synergistic stimulus to elicit an antitumor immune response that 
cures distant sites of established tumors. This combination of TLR9 
ligand and anti-OX40 antibody can even treat spontaneous breast can-
cers, overcoming the effect of a powerful oncogene. This in situ vaccine 
maneuver is safe because it uses low doses of the immunoenhancing 

agents and practical because the therapy can be applied to many forms 
of cancer without prior knowledge of their unique tumor antigens.

RESULTS
In situ vaccination with a TLR9 ligand induces the expression 
of OX40 on intratumoral CD4 T cells
TLRs are known to signal the activation of a variety of cells of the innate 
and adaptive immune system. To exploit this for cancer therapy, we sub-
cutaneously implanted a tumor into syngeneic mice, and after the tumor 
had become established, we injected a CpG oligodeoxynucleotide— 
 a ligand for TLR9—into the tumor nodule. We then analyzed the in-
tratumoral T cells for their expression of inhibitory and activation 
markers. Before treatment, we observed that OX40 was expressed on 
CD4 cells in the tumor microenvironment (Fig. 1A, top) and that this 
was restricted mainly to the Tregs, as has been previously reported (3–5) 
(Fig. 1B, top). After intratumoral injection of CpG, there was up- 
regulation of OX40 on CD4 T cells (Fig. 1A, middle), mostly among 
the effector CD4 cells that greatly outnumber the Tregs (Fig. 1, A and 
B, bottom). This inductive effect was specific to the activating receptor 
OX40 and did not occur for inhibitory T cell checkpoint targets such 
as CTLA4 and PD1 (fig. S1A). Moreover, this OX40 up-regulation 
on CD4 cells also occurred in a patient with follicular lymphoma that 
had been treated with low-dose radiation and intratumoral injection 
of CpG (Fig. 1C) and in tumor- infiltrating cell populations from 
lymphoma patients’ samples that were exposed to CpG in vitro (Fig. 1, 
D and E, and fig. S2). In these human cases, the enhancement of OX40 
expression was observed on both Teffs and Tregs (Fig. 1D). All of these 
changes occurred only in the tumor that was injected with CpG and 
not in the tumor at the untreated site (fig. S1B).
CpG induces OX40 as revealed by in vivo imaging
The enhancement of OX40 expression by intratumoral injection of 
CpG could be visualized in mice by whole-body small-animal positron 
emission tomography (PET) imaging after tail-vein administration 
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Fig. 1. CpG induces the expression of OX40 on CD4 T cells. (A) A20 tumor–bearing mice were treated either with vehicle (top) or CpG (middle). Forty-eight hours later, tumors 
were excised and a single-cell suspension was stained and analyzed by flow cytometry. (B) OX40 expression within the CD3+CD4+ subset was separately analyzed for FoxP3-neg-
ative [effector T cell (Teff)] and FoxP3-positive [regulatory T cell (Treg)] subsets. Fold changes of OX40+ cells were calculated according to their frequencies in the vehicle versus 
CpG treatment (n = 2). (C) Fine needle aspirates from CpG-injected and noninjected tumors of a follicular lymphoma patient were obtained 22 hours after treatment. Fluorescence- 
activated cell sorting (FACS) plots of OX40 expression within the CD4+ subset after a 24-hour rest in media. Top: Nontreated lesion. Bottom: CpG-treated site (n = 2). 
(D) Single-cell suspensions from biopsy specimens of human lymphoma (five mantle cell lymphomas and five follicular lymphomas) were exposed in vitro to CpG for 48 hours 
and analyzed for OX40 expression as in (B). (E) CpG-stimulated human lymphoma–infiltrating CD4+ T cells, CD8+ T cells, and CD19+ B cells were gated and visualized in tSNE 
(t-Distributed Stochastic Neighbor Embedding) space using Cytobank software. The viSNE map shows the location of each CD4+, CD19+, and CD8+ cell population (green, blue, 
and orange, respectively; bottom). Cells in the viSNE maps were colored according to the intensity of OX40 expression. CpG up-regulation of OX40 expression on a subset of 
CD4+ T cells is highlighted by a red box. (F) BALB/c mice were implanted subcutaneously with A20 lymphoma cells (5 × 106) on both the right and left shoulders. When tumors 
reached between 0.7 and 1 cm in the largest diameter (typically on days 8 to 9 after inoculation), phosphate-buffered saline and CpG (50 g) were injected into one tumor site 
(left tumor). Sixteen hours later, 64Cu-DOTA-OX40 was administered intravenously via the tail vein. Positron emission tomography imaging of mice was performed 40 hours after 
in situ treatment. Left: Vehicle-treated. Right: CpG-treated. These images are representative of six mice per group. (G) Fresh A20 tumors were excised from animals (typically 5 
to 6 days after inoculation), and either whole tumors (left), T cells purified from the tumor (middle), or whole tumor depleted of CD11b- and CD11c-expressing cells (right) were 
treated for 48 hours with media (top) or CpG (bottom) and were analyzed for their expression of OX40 by flow cytometry. (H) Left: A20 tumors were excised as in (F). Right: 
Single-cell suspensions from biopsy specimens of human follicular lymphoma. Tumors were treated for 48 hours with media and CpG with or without antibodies (1 g/ml) to 
interleukin-2 (IL-2), IL-4, IL-10, granulocyte-macrophage colony-stimulating factor (GM-CSF), IL-12, interferon- (IFN-), or tumor necrosis factor– (TNF-) and were analyzed for 
their expression of OX40 by flow cytometry. –IL-12, *P = 0.0144; –IFN-, **P = 0.0032; –TNF-, **P = 0.008, unpaired t test, either depleting antibody versus CpG alone.
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of an anti-OX40 antibody labeled with 64Cu (Fig. 1F). Remarkably, the 
systemically injected antibody revealed that OX40 was induced in the 
microenvironment of the injected tumor, as opposed to a second non-
injected tumor site in the same animal. This result indicates that the 
effect of CpG at this low dose to up-regulate OX40 expression is pre-
dominately local.
CpG induces cytokine secretion by myeloid cells which in turn  
induces OX40 expression on T cells
Purified tumor-infiltrating T cells do not up-regulate OX40 when ex-
posed to CpG in vitro (Fig. 1G). The T cells within whole tumor 
cell populations similarly fail to up-regulate OX40 after depletion of 
macrophages and dendritic cells (Fig. 1G). From these results, we con-
clude that myeloid-derived cells communicate the CpG signal to 
T cells. Therefore, we tested for the role of several cytokines in this 
cellular cross-talk. In human and mice tumors, antibody neutraliza-
tion of interleukin-12 (IL-12), interferon- (IFN-), and TNF- each 
prevented the CpG-induced up-regulation of OX40 on T cells in these 
tumor cell populations (Fig. 1H). In contrast, neutralization of IL-2, 
IL-4, IL-10, and granulocyte-macrophage colony-stimulating factor 
(GM-CSF) had no effect (fig. S3).

In situ vaccination with a TLR ligand and anti-OX40  
antibody induces T cell immune responses that cure 
established cancers
On the basis of the results above, we hypothesized that an agonistic 
anti-OX40 antibody could augment CpG treatment and help to in-
duce antitumor immune responses. To test this hypothesis, we im-
planted mice with A20 B cell lymphoma tumors at two different sites 
in the body, allowed the tumors to become established, and then in-
jected a TLR agonist together with a checkpoint antibody into only 
one tumor site (Fig. 2A). The animals were then monitored for tumor 
growth at both the injected and the distant sites (Fig. 2B). The tumors 
of vehicle-treated mice grew progressively at both sites. CpG caused 
complete regression of tumors at the local injected site but had only a 
slight delay in growth of the distant nontreated tumor. The anti-OX40 
antibody alone induced a slight delay in growth of both the treated and 
nontreated tumors. However, the combination of CpG and anti-OX40 
resulted in complete regression of both injected and noninjected tu-
mors. Consistent with the time needed to induce an adaptive T cell 
response, the kinetics of regression at the two sites was different, with 
the distant site following the local site by several days (fig. S1C). Tumor 
regressions in response to the combined treatment were long-lasting 
and led to cure of most of the mice (Fig. 2B, bottom).

The systemic antitumor response required the presence of both 
CD4+ and CD8+ T cells because mice treated with the corresponding 
depleting antibodies were unable to control tumor growth (Fig. 2C). 
CD8+ T cells derived from mice treated with both CpG and anti-OX40 
antibody responded to tumor cells in vitro as measured by IFN- pro-
duction (Fig. 2D). CD4+ T cells from mice treated by the combination 
also responded to tumors in vitro but with a lesser magnitude (fig. S4). 
Immediately after CpG and anti-OX40 injection, the proportion of 
the CD4 effector/memory T cell subset increased at the treated site. 
Twenty-four hours later, this subset increased in the spleen, and 5 days 
later, the same occurred at the distant, nontreated site (fig. S5).

Distant tumors occasionally did recur in mice treated with the ef-
fective combination (3 of 90 mice), and interestingly, these late recurr-
ing tumors were sensitive to retreatment by anti-OX40 and CpG (fig. S6). 
An alternative TLR agonist, resiquimod (R848), a ligand for TLR7/8, 
in combination with anti-OX40 induced a similar systemic antitumor 

immune response (fig. S7A). Anti-OX40 antibody was especially 
effective compared to other immune checkpoint antibodies, such as 
anti- PD1 and anti–PDL1 (programmed death-ligand 1) (fig. S7B), which 
delayed tumor growth in the nontreated site but were not curative.

In situ vaccination with CpG and anti-OX40 was effective not only 
against lymphoma but also against tumors of a variety of histologic 
types, such as breast carcinoma (4T1), colon cancer (CT26), and mel-
anoma (B16-F10) (fig. S8, A to C). In all these tumor models, the sys-
temic therapeutic effects were induced by extremely low doses of both 
the CpG (typically 50 g) and the anti-OX40 antibody (typically 8 g) 
or even lower (fig. S9). However, the TLR agonist worked best when it 
was injected directly into the tumor, consistent with its action to up- 
regulate the OX40 target in the T cells of the tumor microenvironment. 
Similar systemic effects were obtained when the OX40 antibody was given 
systemically, rather than into the tumor, but at higher doses (fig. S10).

In situ vaccination protects animals genetically prone to 
spontaneous breast cancers
Female FVB/N-Tg(MMTV-PyVT)634Mul/J mice (also known as 
PyVT/PyMT) develop highly invasive mammary ductal carcinomas 
that give rise to a high frequency of lung metastases (6). By 6 to 7 weeks 
of age, all female carriers develop the first palpable mammary tumor 
(7), and eventually, tumors develop in all of their 10 mammary fat 
pads. This provided an opportunity for therapeutic intervention in a 
spontaneous tumor model where the site of tumor development is 
known and accessible for in situ vaccination.

Young mice were observed, and as their first tumor reached 50 to 
75 mm3, we injected it with CpG and anti-OX40 antibody (Fig. 3A). In 
some cases, a second tumor was present at the beginning of therapy, 
and in these mice with coincident tumors, treatment at a single tumor 
site with CpG and anti-OX40 led to significant retardation of growth 
of the contralateral tumor (Fig. 3B), establishing the combination as a 
therapy for established and disseminating tumors. The injected and 
the noninjected tumors regressed, and remarkably, the treated mice 
were protected against the occurrence of independently arising tu-
mors in their other mammary glands (Fig. 3C). The treated mice had 
significantly lower eventual total tumor burdens (Fig. 3, C and D) and 
developed far fewer lung metastases (Fig. 3E). This in situ vaccination 
with CpG and anti-OX40 not only caused tumor regression and re-
duced tumor incidence but also had a major effect on the survival of 
these cancer-prone mice (Fig. 3F). After CpG and anti-OX40 treat-
ment, these mice developed antitumor CD8 T cells in their spleens as 
indicated by their ability to produce IFN- when exposed in vitro to 
autologous tumor cells from the noninjected tumor site (Fig. 3G). These 
results establish that the antitumor immune response was elicited 
against tumor antigens shared by all the independently arising 
tumors in these mice, rather than antigens unique to the injected 
tumor, and accounted for the impressive therapeutic effects seen.

Therapeutic effect of in situ vaccination is antigen-specific 
and triggered at the site of local injection
The results of cross-protection against independently arising tumors 
in the spontaneous breast cancer model raise the question of antigen 
specificity. We approached this question using two different tumors 
that are antigenically distinct. Mice cured by in situ vaccination of 
the A20 lymphoma were immune to rechallenge with the same tumor 
(A20) but not to a different tumor (CT26) (fig. S11). Conversely, mice 
cured of the CT26 tumor were immune to rechallenge with CT26 but 
not with A20. Therefore, these two tumors are antigenically distinct.
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Fig. 2. In situ vaccination of CpG in combination with anti-OX40 antibody cures 
established local and distant tumors. (A) Treatment schema. BALB/c mice were im-
planted subcutaneously with A20 lymphoma cells (5 × 106) on both the right and left 
sides of the abdomen. When tumors reached between 0.5 and 0.7 cm in the largest 
diameter (typically on days 4 to 5 after inoculation), OX40 (4 g) and CpG (50 g) 
were injected into one tumor site every other day for a total of three doses. Tumors 
sizes were serially measured with a caliper. (B) Tumor growth curves. Left column: Treated 
tumors (Tr). Right column: Nontreated tumors (NT). Top to bottom: Vehicle, CpG, OX40, 
and CpG and OX40 and survival plots of the treated mice (n = 10 mice per group). ****P < 
0.0001, unpaired t test. Shown is one representative experiment out of nine. (C) Effect of 
CD4/CD8 depletion. Mice were implanted with bilateral tumors, and one tumor was 
injected with CpG and OX40 antibody according to the schema in (A). CD4 (0.5 mg)–and 
CD8 (0.1 mg)–depleting antibodies were injected intraperitoneally on days 6, 8, 12, and 
15 (n = 10 mice per group). (D) CD8 T cell immune response. Splenocytes from the indicated 
groups obtained on day 7 after treatment were cocultured with media, 1 × 106 irradiated 
4T1 cells (unrelated control tumor), or A20 cells (homologous tumor) for 24 hours. Intracel-
lular IFN- was measured in CD8+ T cells by flow cytometry as a percentage of CD44hi 
(memory CD8) T cells shown in dot plots and bar graph, summarizing data from three 
experiments (n = 9 mice per group). ****P < 0.0001, unpaired t test.
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To further demonstrate the specificity of the antitumor response, 
we implanted tumors into mice at three different body sites: two with 
the A20 and one with CT26 (Fig. 4A). One A20 tumor site was then 
injected with CpG and anti-OX40 antibody. Both A20 tumors, the in-
jected one and the noninjected one, regressed but the unrelated CT26 
tumor continued to grow (Fig. 4A). In a reciprocal experiment, we 
injected mice with two CT26 tumors and one A20 tumor and treated 
one CT26 tumor. Once again, only the homologous distant tumors (in 

this case, CT26) regressed but not the unrelated A20 tumor (Fig. 4B). 
This result confirmed that the immune response induced by the ther-
apy was tumor-specific. Furthermore, it demonstrated that in situ vac-
cination with these low doses of agents works by triggering an immune 
response in the microenvironment of the injected site rather than by 
diffusion of the injected agents to systemic sites.

Naturally arising tumors can show intratumoral antigenic hetero-
geneity. To test whether CpG and anti-OX40 treatment can trigger an 
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Fig. 3. In situ vaccination with CpG and anti-OX40 is therapeutic in a spontaneous tumor model. (A) MMTV-PyMT transgenic female mice were injected into the first 
arising tumor (black arrow) with either vehicle (top) or with CpG and OX40 (bottom); pictures were taken on day 80. (B) CpG and OX40 decrease the tumor size of a 
nontreated contralateral tumor. Growth curves represent the volume of a contralateral (untreated) tumor in mice that had two palpable tumors at the beginning of treat-
ment. Mice treated by in situ vaccination (red; n = 6) or vehicle (black; n = 6). ***P = 0.0008, unpaired t test. (C) CpG and OX40 decrease the total tumor load. Growth curves 
represent the sum of the volume of 10 tumors from the different fat pads of each mouse, measured with calipers (n = 10 mice per group), and the window of treatment is 
indicated by the gray bar. ****P < 0.0001, unpaired t test. (D) Time-matched quantification of the number of tumor-positive mammary fat pads. **P = 0.011, unpaired t test 
(n = 9 mice per group). (E) Mice were sacrificed at the age of 80 days, and lungs were excised and analyzed ex vivo for the number of metastases (mets). ****P < 0.0001, 
unpaired t test (n = 10 mice from vehicle-treated group; n = 9 mice with CpG and OX40). (F) Survival plots of the treated mice. ****P < 0.0001. Data are means ± SEM 
(n = 10 mice per group). (G) CD8 T cell immune response. Splenocytes from the indicated groups obtained on days 7 to 15 after treatment were cocultured for 24 hours with 
either media or 1 × 106 irradiated tumor cells taken from an independent contralateral site on the body. Intracellular IFN- was measured in CD8+ T cells by flow cytometry 
as shown in dot plots and bar graph, summarizing data as a percentage of CD44hi (memory CD8) T cells (n = 3 mice per group).
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immune response against multiple different tumor antigens at the 
same time, we injected mice with a mixture of A20 and CT26 tumor cells 
at one site, treated that site with local CpG and anti-OX40 antibody, and 
monitored two additional sites of tumor containing each of the single 
tumor cells (A20 and CT26, respectively). In situ vaccination of the 
mixed tumor site simultaneously induced immune responses pro-
tective of each of the respective other two pure tumor sites (Fig. 4C). 
These results demonstrate the power of in situ vaccination to simul-
taneously immunize against a panoply of different tumor antigens.

Fc competency is required for efficacy of the  
anti-OX40 antibody
OX40 is expressed on both intratumoral FoxP3+ Tregs and activated 
Teffs (Fig. 1B). The immunoenhancing activity of the anti-OX40 anti-
body could therefore be mediated by inhibition/depletion of Tregs, by 
stimulation of Teffs, or by a combination of both. We tested the anti- 
OX40 Treg depletion hypothesis by replacing it with an antibody 
against folate receptor 4 (FR4), a Treg-depleting agent (fig. S12A) (8). 
Tregs were partially depleted (43% reduction) by the anti-FR4 in combi-
nation with CpG, but no distant therapeutic effect occurred (Fig. 5A). 
We further investigated this question using mice genetically engineered 
to express diphtheria toxin under the FoxP3 promoter (9, 10). Injection 
of diphtheria toxin led to complete Treg depletion in these mice (fig. 
S12B). However, when combined with intratumoral CpG, no distant 
therapeutic effect was observed (Fig. 5B). As others have shown, stim-
ulation of Tregs through OX40 can impair their function (4, 11, 12), 
which we confirm here (fig. S13, A and B). Therefore, we conclude that 
Treg stimulatory impairment but not depletion is involved in the mech-
anism of therapeutic synergy with CpG. To dissect the mechanism of 
these potent therapeutic effects, we compared two different forms of 
the anti-OX40 antibody that differ in their ability to bind to CD16: the 
activating Fc receptor on natural killer (NK) cells and macrophages. 
When used in combination with CpG, the native, Fc- competent version 
of anti-OX40 antibody induced systemic antitumor immunity, whereas 
the Fc-mutant version did not (Fig. 5A). We repeated the in situ vacci-
nation experiment in mice deficient in the Fc common  chain, a com-
ponent of the activating Fc  receptors I, III, and IV (13). Once again, 

in the absence of Fc receptor interaction, this time at the level of the host, 
the effect of in situ vaccination with CpG and anti-OX40 antibody was lost 
(fig. S14). These results could implicate ADCC (antibody-dependent 
cellular cytotoxicity) function of the antibody or alternatively an Fc- 
dependent agonistic action of the anti-OX40 antibody (14, 15).
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Fig. 4. Immunizing effects of intratumoral CpG and anti-OX40 are local and 
tumor- specific. (A) Three-tumor model. Each mouse was challenged with three tu-
mors, two of them A20 lymphoma (blue) and one CT26 colon cancer (red). Mice 
were treated at the indicated times (black arrows). Tumor growth curves of the 
treated tumor (bottom left), the homologous nontreated A20 tumor (top right), and 
the heterologous CT26 tumor (bottom right). Photos of a representative mouse at 
day 11 after tumor challenge from the vehicle-treated group and from the group 
with A20 tumors treated with intratumoral CpG and OX40 (n = 10 mice per group) 
are shown. (B) Reciprocal three-tumor model with two CT26 tumors and one A20 
tumor. Treatment was given to one CT26 tumor, and growth curves are shown for 
the treated CT26 tumor site (bottom right), the nontreated homologous CT26 
tumor site (top right), and the heterologous A20 tumor (bottom right). Photos of 
a representative mouse from this experiment (n = 10 mice per group) are shown. 
(C) Mixed three-tumor model. Each mouse was challenged with three tumors: one 
A20 (blue, top right abdomen), one CT26 (red, bottom right abdomen), and one 
mixture of A20 and CT26 tumor cells (blue and red gradient, left abdomen). Mice 
were treated only in the mixed tumor at the indicated times (black arrows). Tumor 
growth curves of the treated tumor (bottom left), the nontreated A20 tumor (top 
right), and the nontreated CT26 tumor (bottom right). Photos of a representative 
mouse at day 11 after tumor challenge from the vehicle-treated group (top) and at 
day 17 from the intratumoral CpG and OX40 (n = 8 mice per group) are shown.
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Fig. 5. A competent Fc is required for the antitumor immune response. (A and B) Effect of Treg depletion. (A) Tumors were implanted according to the schema in Fig.  2A. 
Mice were treated with either CpG and anti–folate receptor 4 (FR4) antibody (15 g) or CpG and OX40 as described in Fig.  2A, and the NT was measured over time. ****P < 
0.0001, unpaired t test (n = 10 mice per group). (B) DEREG mice were implanted with B16-F10 melanoma cells (0.05 × 106) on both the right and left sides of the abdomen. 
Diphtheria toxin (DT; 1 g) was injected intraperitoneally on days 1, 2, 7, and 14. CpG or combination of CpG and anti-OX40 was given on days 7, 9, and 11. The NT was mea-
sured over time. *P = 0.0495, unpaired t test (n = 4 mice per group). (C) A20 cells were inoculated and treated as described in Fig. 2A, tumor volumes were measured after 
treatment of CpG with either OX40 rat immunoglobulin G1 (IgG1) (red) or OX40 rat IgG1 Fc mutant (black). ****P < 0.0001, unpaired t test (n = 10 mice per group). WT, 
wild type. (D) Tumors from control and treated mice were excised at the indicated times after a single treatment, and the cell populations from the different groups were 
differentially labeled (barcoded) with two different levels of violet tracking dye (VTD) and mixed together, stained, and analyzed as a single sample [n = 3 mice per group 
(C to F)]. (E to H) Dot plots for single time point and bar graphs for replicates of multiple time points. (E) Number of F4/80 CD11b+ myeloid cells. **P = 0.009 (8 h), Fc WT versus 
vehicle. (F) CD137 expression on natural killer (NK) cells. **P = 0.0035 (2 h), *P = 0.0343 (8 h), unpaired t test, Fc WT versus Fc mutant. (G) CD69 expression on CD8+ T cells. *P = 
0.025 (8 h), **P = 0.0064 (24 h), unpaired t test, Fc WT versus Fc mutant. (H) Treg cell proliferation. ***P = 0.0003 (24 h), unpaired t test, Fc WT versus Fc mutant.
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Therefore, we examined immune cells in the tumor microenviron-
ment during the early phases of treatment with intratumoral CpG and 
compared the changes induced with the Fc-competent to those in-
duced by the Fc-mutant version of the anti-OX40 antibody. Early after 
in situ vaccination, within 24 hours, the tumor-infiltrating cell popu-
lations from animals treated with Fc-competent or Fc-mutant anti-
bodies were barcoded (16), pooled, and then costained by a panel of 
antibodies to identify subsets of immune cells and their activation states 
(Fig.  5B). The cell populations derived from the different treatment 
groups were then separately identified by their barcodes. In response 
to the anti-OX40 antibody with the native Fc, there was an increase in 
myeloid cell infiltration (Fig. 5C), a cell population important in the 
cross-talk between CpG and the T cells (see above; Fig. 1, F and G). NK 
cells showed an Fc-dependent up-regulation of their CD137 activation 
marker (Fig. 5D). In addition, the Fc-competent but not the Fc-mutant 
antibody induced activation of a population of CD8 T cells, as indicated 
by increased CD69 expression (Fig. 5E). Tregs were inhibited in their 
proliferation by comparison to those exposed to the antibody with the 
mutated Fc region (Fig. 5F). Neither Tregs nor Teffs were killed by the Fc- 
competent antibody (fig. S15). These early cellular changes occurred 
only in the tumor microenvironment of the treated site and were not 
evident at other sites throughout the mouse (fig. S1B). These results 
imply that anti-OX40 antibodies, in conjunction with TLR ligands, 
can induce therapeutic systemic antitumor immune responses by a 
combination of NK cell activation, Treg inhibition, and Teff activation, 
all at the treated tumor site.

DISCUSSION
We have developed a practical strategy for immunotherapy of can-
cer. It takes advantage of the preexisting T cell immune repertoire 
within the tumor microenvironment. The combination of a TLR 
agonist and an activating antibody against OX40 amplifies these 
antitumor T cells and induces their action throughout the body 
against tumor at nontreated sites. This in situ vaccination does not 
require knowledge of the tumor antigens. Potential drawbacks in-
clude reliance on adequate immune infiltrates and the availability of 
a suitable injectable site of tumor.

After screening a series of immune activators and checkpoint anti-
bodies, we identified the combination of CpG oligodeoxynucleotide 
(TLR9 ligand) and anti-OX40 antibody to be the most potent form of 
in situ vaccination in multiple mouse models. TLR7/8 agonists could 
substitute for CpG, but checkpoint antibodies against PD1, PDL1, or 
CTLA4 could not substitute for anti-OX40.

The synergistic therapeutic effect between locally injected CpG 
and anti-OX40 antibodies is explained by the fact that CpG induced 
the expression of the OX40 target on CD4+ T cells in the tumor micro-
environment. CpG also induced OX40 in CD4+ T cells in the tumor 
microenvironment of human lymphoma tumors, and therefore, our 
results are likely to translate to human cancer.

It has been reported that local intratumoral administration of 
CpG together with systemic antibody against IL-10R leads to rejec-
tion of the injected tumor and distant metastases (17, 18). This com-
bination was shown to deflect M2 to M1 macrophages in the tumor 
microenvironment (19). Therefore, we examined the requirement for 
induction of OX40 expression on CD4 T cells by CpG in our sys-
tem. We found that it was dependent on cytokines secreted by 
myeloid cells, including IL-12, IFN-, or TNF- but not IL-2, IL-4, 
IL-10, and GM-CSF.

The therapeutic effect at the distant sites was specific for antigens 
expressed by the tumor at the injected site that were shared with the 
tumor cells at the distant sites. This result not only established the tu-
mor specificity of the immunization but also proved that it was the 
local effect of the injected agents in the tumor microenvironment 
rather than their systemic delivery that triggered the systemic anti-
tumor immune response.

Autoimmune toxicities are a common complication of systemi-
cally administered immune checkpoint antibodies (20–24). In con-
trast, direct injection of the antibodies into the tumor at very low doses 
can avoid these side effects (25, 26). In our experiments, in situ in-
jection of microgram quantities of immune stimulants and check-
point antibodies proved to be sufficient to induce the required local 
immune modulation, resulting in a systemic antitumor immune 
response.

A major challenge in tumor immunotherapy lies in breaking tu-
mor immune tolerance. In a previous report, we showed that deple-
tion of tumor-specific Tregs by the addition of anti-CTLA4 antibody 
was associated with enhanced antitumor efficacy (27). However, we 
find here that activating antibody against OX40 is sufficient. It is 
known that OX40 is expressed on both Tregs and Teffs in the tumor 
microenvironment, and as we now realize, OX40 can be further in-
duced on CD4+ T cells in response to CpG. Modulating both Teffs and 
Tregs is essential to obtain therapeutic effect (28–30). Antibodies to 
OX40 costimulate Teffs (31–37), and they also inhibit the function of 
Tregs (12, 27, 38–40).

Having demonstrated the potent therapeutic efficacy of in situ im-
munotherapy in several different transplanted tumor types, we as-
sessed this form of therapy in a spontaneous arising tumor. The 
MMTV-PyMT mouse model recapitulates several of the characteris-
tics of virulent human breast cancer, among them showing histology 
similarity, having loss of estrogen and progesterone receptors, and 
overexpressing ErbB2/Neu and cyclin D1 (6, 41, 42). Although the tumors 
within a mouse arise independently in different mammary glands, 
they all share the expression of the PyMT antigen (43). Injection of CpG 
and anti-OX40 antibody into the first tumor to occur in each mouse 
resulted in reduced tumor load in the other mammary fat pads and pre-
vented lung metastases. These results demonstrate the potency of the 
in situ vaccine maneuver in a situation of spontaneous cancer-driven 
by a strong oncogene, suggesting the possibility of a direct application 
to human cancer. By analogy to the genetically prone mice, we can 
imagine administering an in situ vaccine at the site of the primary 
tumor before surgery in patients at high risk for the occurrence of 
metastatic disease and/or in patients genetically prone to develop sec-
ond primary cancers, such as those with inherited mutation in the 
BRCA genes.

The CpG used here, SD-101, is currently being tested in patients as 
a single agent and in combination with other therapeutic modalities 
(NCT02927964, NCT02266147, NCT01745354, NCT02254772, and 
NCT02521870). Anti-OX40 antibody is also currently being studied 
in phase 1 clinical trials (NCT02559024, NCT01644968, NCT02221960, 
NCT02318394, NCT02274155, NCT01862900, NCT01303705, and 
NCT02205333). The results from our current preclinical studies pro-
vide strong rationale for combining CpG with agonistic anti-OX40 
antibodies in a therapeutic format of in situ vaccination in patients 
with lymphoma and solid tumors. As we have shown, CpG and anti- 
OX40 antibodies work locally at very low doses that should provide 
the advantage of avoiding toxicities that occur with their systemic 
administration.

www.SCIENCETRANSLATIONALMEDICINE.org     31 January 2018     Vol 9 Issue 401 aan4488

http://www.Sciencetranslationalmedicine.org


105

R E S E A R C H  A R T I C L E

Sagiv-Barfi et al., Sci. Transl. Med. 10, eaan4488 (2018)     31 January 2018

S C I E N C E  T R A N S L A T I O N A L  M E D I C I N E  |  R E S E A R C H  A R T I C L E

9 of 12

MATERIALS AND METHODS
Study design
Our objective was to develop a new immunotherapy for cancer by 
using the tumor itself as a source of antigen, of immune reactive cells 
and as a site for injecting immune activating agents—in situ vaccina-
tion. Our general strategy was to implant the same syngeneic tumor 
at two separate sites in the body of mice. One tumor was then injected 
with the test agents, and tumor size was measured in both the treated 
and nontreated sites. Using this assay for abscopal therapeutic effects, 
we identified the combination of unmethylated CG–enriched oli-
godeoxynucleotide (CpG)—a TLR9 ligand—and an agonistic an-
tibody against OX40 as the most promising immunostimulatory 
regimen.

Because transplanted syngeneic tumor models lack certain aspects 
of naturally occurring tumors, we also studied the effects of our com-
bination in a spontaneous model of breast cancer. This model is driven 
by the polyoma middle T oncogene under the control of the MMTV 
promoter, and the female mice develop independently arising breast 
cancers in all of their mammary glands between 5 and 14 weeks of age.

We observed the mice, and when their first breast cancer tumor 
arose, we injected it with our combination of CpG and anti-OX40 
antibody. Each mouse was then monitored for the regression of simul-
taneously present second tumors, for the occurrence of newly arising 
tumors, for metastatic disease in their lungs, and for their survival. 
Data were analyzed by Kaplan-Meier curves with events scored as the 
time to reach 2 cm in the largest diameter at which time the mouse was 
sacrificed. Data were analyzed using the log-rank test.

We studied the mechanism of the therapy by examining the re-
quirement for T cells and their subsets, including Tregs, and by the 
requirement for Fc function of the anti-OX40 antibody. These re-
quirements were tested by depleting specific T cells and by substi-
tuting an Fc mutant for the native anti-OX40 antibody.

In all therapy experiments, to ensure similar tumor sizes in all 
treatment groups, mice were randomized only after tumors were 
established. To ensure statistical power, experimental groups were 
typically composed of 10 animals each. For each experiment, mice 
numbers, statistical tests, and numbers of experimental replicates are 
described in the figure legends. Data include all outliers. Investigators 
were not blinded during evaluation of the in vivo experiments. Raw 
data for all therapy experiments are provided in table S1.

Reagents
CpG SD-101 was provided by Dynavax Technologies. Anti-mouse 
CD8a (clone 2.43) and anti-mouse CD4 (clone GK1.5) antibodies were 
purchased from BioXCell. Anti-OX40 (CD134) monoclonal anti-
body (mAb) [rat immunoglobulin G1 (IgG1), clone OX86; European 
Collection of Cell Cultures], isotype control rat hybridoma, SFR8-B6 
[American Type Culture Collection (ATCC) HB-152] were produced 
as ascites in severe combined immunodeficient mice by Bionexus. 
Fc-silent Anti-OX40 (CD134) mAb was purchased from Absolute 
Antibody.

The following mAbs were used for flow cytometry: CD4-PerCP 
(peridinin chlorophyll protein) Cy5.5, CD3-PerCP Cy5.5, or BV786; 
CD4-BV650, CD8a–FITC (fluorescein isothiocyanate), or APC (allo-
phycocyanin) H7; CD44-APC, IFN-–PE (phycoerythrin), B220-PerCP 
Cy5.5, CD49b-PE CY7, CD69-BV605, CD137-PE, and ICOS (CD278)–
PE Cy7; FoxP3-PE; and Ki-67–BV711. These antibodies and their 
isotype controls were purchased from BD Biosciences, BioLegend, 
or eBioscience.

Cell lines and mice
A20 B cell lymphoma, B16-F10 melanoma, and CT26 colon carci-
noma lines were obtained from ATCC, and 4T1-Luc breast carcinoma 
cell line was a gift from the S. Strober laboratory and the C. Contag 
laboratory (both at Stanford University). Tumor cells were cultured 
in complete medium (RPMI 1640; Dulbecco’s modified Eagle’s medi-
um for B16-F10; Cellgro) containing 10% fetal bovine serum (FBS; 
HyClone), penicillin (100 U/ml), streptomycin (100 g/ml), and 50 M 
2-mercaptoethanol (Gibco). Cell lines were routinely tested for myco-
plasma contamination.

Six- to 8-week-old female BALB/c and C57BL/6 were purchased from 
Charles River (www.criver.com). FVB/N-Tg(MMTV-   PyVT)634Mul/ J 
male FVB/NJ females [C57BL/6-Tg(Foxp3-DTR/EGFP)23.2Spar; also 
known as DEREG mice] were purchased from The Jackson Labora-
tory (http://jaxmice.jax.org/). Mice were housed in the Laboratory 
Animal Facility of the Stanford University Medical Center (Stanford, 
CA). All experiments were approved by the Stanford administrative 
panel on laboratory animal care and conducted in accordance with 
Stanford University animal facility guidelines.

Tumor inoculation and animal studies
A20, CT26, 4T1, and B16-F10 tumor cells (5 × 106, 0.5 × 106, 0.01 × 
106, and 0.05 × 106, respectively) were injected subcutaneously at sites 
on both the right and left sides of the abdomen. When tumor size 
reached 0.5 to 0.7 cm in the largest diameter, mice were randomized to 
the experimental groups. CpG and anti-OX40 were injected into the 
tumor only on the right side of the animals in a volume of 50 l. Tu-
mor size was monitored on both sides of the animals with a digital 
caliper (Mitutoyo) every 2 to 3 days and expressed as volume (length × 
width × height). Mice were sacrificed when tumor size reached 1.5 cm 
in the largest diameter as per guidelines. All mice that developed 
tumors on both sides of the abdomen were included in the experiments. 
The investigator was not blinded to the group allocation during the 
experiment and/or when assessing the outcome.

4T1 tumor–challenged mice were analyzed for lung metastasis by 
injecting India ink through the trachea after euthanasia. Lungs were 
then excised, washed once in water, and fixed in Fekete’s solution 
(100 ml of 70% alcohol, 10 ml of formalin, and 5 ml of glacial acetic 
acid) at room temperature. Surface metastases subsequently appeared 
as white nodules at the surface of black lungs and were counted under 
a microscope.

DEREG mice were implanted with B16-F10 tumor cells as described 
above. Diphtheria toxin (1 g; Sigma-Aldrich) was injected intraperi-
toneally on days 1, 2, 7, and 14 after tumor implantations. CpG or 
combination of CpG and anti-OX40 was given on days 7, 9, and 11 after 
tumor implantations.

Flow cytometry
Cells were surface-stained in phosphate-buffered saline (PBS), 1% bo-
vine serum albumin, and 0.01% sodium azide, fixed in 2% paraformal-
dehyde, and analyzed by flow cytometry on a FACSCalibur or LSR II 
(BD Biosciences). Data were stored and analyzed using Cytobank 
(www.cytobank.org).

Multiplex flow cytometry—fluorescent cell barcoding
Excised tumors from mice treated with an Fc-competent OX40 anti-
body, an Fc-silent OX40 antibody (Absolute Antibody), or saline were 
mechanically processed into single-cell suspensions and barcoded 
using three different concentrations of CellTrace Violet Proliferation 
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reagent (Life Technologies) ranging from 5 to 0.1 M. Once barcoded, 
equal numbers of cells from each group were combined and stained 
with LIVE/DEAD Fixable Green Dead Cell Stain (Life Technologies) 
followed by antibodies against surface antigens to determine popu-
lations of interest such as tumor (B220), T cells (CD3, CD4, and CD8), 
and NK cells (CD56) as well as those to look at activation (CD69, 
CD137, and ICOS). Cells were then fixed and permeabilized (eBiosci-
ence), stained for FoxP3 (Tregs) and Ki-67 (proliferation), and analyzed 
by flow cytometry.

IFN- production assay
Single-cell suspensions were made from spleens of treated mice (on 
day 7 after treatment), and red cells were lysed with ammonium chlo-
ride and potassium buffer (Quality Biological). Splenocytes were then 
cocultured with 1 × 106 irradiated A20 or 4T1 cells for 24 hours at 37°C 
and 5% CO2 in the presence of 0.5 g of anti-mouse CD28mAb (BD 
Pharmingen). Monensin (GolgiStop; BD Biosciences) was added for 
the last 5 to 6 hours. Intracellular IFN- expression was assessed using 
BD Cytofix/Cytoperm Plus Kit as per the manufacturer’s instructions.

Depletion of CD4 and CD8 T cells
Anti-CD4 (clone GK1.5, rat IgG2b) and anti-CD8 (clone 2.43, rat 
IgG2b) mAbs (BioXCell) were injected 2 days and 1 day before thera-
py, on the day therapy was begun, and at 5, 8, and 19 days after the 
beginning of therapy at a dose of 0.5 or 0.1 mg per injection for CD4 
and CD8, respectively. The depletion conditions were validated by 
flow cytometry of blood showing specific depletion of more than 95% 
of each respective cell subset.

In vitro assessment of OX40 expression
Fresh tumor cells were excised from mice, processed into single-cell 
suspensions, and incubated for 48 hours with CpG (1 g/ml). Cells were 
then stained for the surface antigens CD3, CD4, CD8, and OX40. They 
were then fixed and permeabilized using reagents from eBioscience, 
followed by FoxP3 staining. T cell isolation and depletion of T cells 
and CD11b- and CD11c-expressing cells from tumors used kits from 
Miltenyi Biotec.

Tetramer staining
PE-conjugated H-2Ld tetramer to peptide SPSYVYHQF (MuLV env 
gp70, 423 to 431) was purchased from ProImmune, and PE-conjugated 
H-2Ld tetramer to peptide IASNENMETMESSTLE (influenza nucleo-
protein 365 to 380) was a gift from the M. Davis laboratory (Stanford 
University). Antibodies were used at 5 g/ml, and tetramer staining 
was performed in fluorescence-activated cell sorting buffer for 10 min 
at room temperature and followed by surface staining on ice for 20 min.

Activation and suppression assay
T cell activation assay
C57BL/6 splenocytes were isolated, violet tracking dye (VTD)–labeled, 
and incubated in the presence of anti-CD3 antibody (0.05 g/ml) for 
72 hours with or without anti-OX40 antibodies. T cell activation and 
proliferation were determined by VTD dilution and the expression of 
the activation marker CD69.
Treg suppression assay
To determine the impact of OX40 antibodies on Treg activity, VTD- 
labeled splenic cells were cocultured with OX40–KO (knockout) 
Tregs [OX40 wild-type (WT) splenocytes/OX40 KO Treg = 1:1]. Cells 
were cocultured in 96-well plate in the presence of anti-CD3 and 

anti-CD28 beads (Thermo Fisher Scientific) for 96 hours with or with-
out anti-OX40 antibody (1 g/ml). Proliferation of the WT-labeled 
Teffs was measured by flow cytometry and calculated by VTD dilution. 
Tregs were isolated using kits from Miltenyi Biotec.

PET imaging
PET imaging of mice was performed using the microPET/CT hybrid 
scanner (Inveon, Siemens). PET images were reconstructed using 
2 iterations of three-dimensional ordered subset expectation maxi-
mization (3DOSEM) algorithm (12 subsets) and 18 iterations of the 
accelerated version of 3D-MAP (that is, FASTMAP)—matrix size of 
128 × 128 × 159. Computed tomography (CT) images were acquired 
just before each PET scan to enable attenuation correction of the PET 
data set and provided an anatomic reference for the PET image. Mice 
were anesthetized using isoflurane gas (2.0 to 3.0% for induction and 
2.0 to 2.5% for maintenance). 64Cu-DOTA-OX40 (80 to 110 Ci; 
radiochemical purity of 99% as determined by thin-layer chromatog-
raphy; and specific activity is 185 MBq/mg) was administered intrave-
nously via the tail vein 16 hours after CpG and vehicle intratumoral 
injections. Static PET scans (10 min) were acquired 16 hours after in-
travenous administration of 64Cu-DOTA-OX40 (40 hours after intra-
tumoral injections). Once reconstructed using a 3DOSEM algorithm, 
PET images were coregistered with CT images to generate figures 
using the IRW (Inveon Research Workplace) image analysis software 
(version 4.0; Siemens).

Up-regulation of OX40 on CD4 T cells infiltrating  
human B cell tumors
Tumor samples from patients with Follicular and Mantle Cell B cell 
lymphoma who were part of ongoing clinical trials [Stanford Inter-
national Review Board (IRB) protocols IRB-31224, IRB-36750, and 
IRB-5089] were available for in vitro analysis. Single-cell suspensions 
were incubated for either 24 or 48 hours in RPMI medium containing 
5% FBS (HyClone), penicillin (100 U/ml), and streptomycin (100 g/ml) 
and then stained for T cell surface antigens including CD3, CD4, CD8, 
and OX40. They were also fixed and permeabilized using reagents 
from eBioscience and then stained for FoxP3. For in vitro stimulation 
studies, CpG at a concentration of 1 g/ml was added to the medium.

For response of tumor-infiltrating cells to CpG in vivo, a sample 
was obtained from a site of tumor that had been injected with CpG 
(3 mg) 24 hours before and compared to a site of tumor that had not 
been injected. Both of these sites shared as part of the clinical protocol 
an exposure to low-dose radiation (2 grays on each for two successive 
days). Single-cell suspensions were rested in the medium with no fur-
ther exposure to CpG for 24 hours before analysis of OX40 expression 
by flow cytometry.

Statistical analysis
Prism software (GraphPad) was used to analyze tumor growth and to 
determine statistical significance of differences between groups by ap-
plying an unpaired Student’s t test. P values <0.05 were considered 
significant. The Kaplan-Meier method was used for survival analysis. 
P values were calculated using the log-rank test (Mantel-Cox).

SUPPLEMENTARY MATERIALS
www.sciencetranslationalmedicine.org/cgi/content/full/10/426/eaan4488/DC1
Fig. S1. In situ vaccination with a TLR9 ligand induces the local expression of OX40 but not that 
of PD1 or CTLA4.
Fig. S2. CpG induces the expression of OX40 on CD4 T cells.
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Fig. S3. Cytokines are playing a role in the CpG T cell cross-talk.
Fig. S4. Intracellular IFN- production of CD4+ cells.
Fig. S5. Frequency of T cell subsets.
Fig. S6. Tumor recurrence is sensitive to treatment with anti-OX40 and CpG.
Fig. S7. Resiquimod (R848) in combination with anti-OX40 and anti-PD1/PDL1 in combination 
with CpG.
Fig. S8. In situ vaccination with CpG and anti-OX40 is effective against breast carcinoma, colon 
cancer, and melanoma.
Fig. S9. Dose de-escalation of CpG and OX40 antibody.
Fig. S10. Systemic administration of anti-OX40 antibody.
Fig. S11. Long-term memory in cured mice.
Fig. S12. Confirmation of Treg depletion from the tumor.
Fig. S13. Anti-OX40 antibody stimulates Teffs and inhibits function of Tregs.
Fig. S14. Requirement for Fc competency of the anti-OX40 antibody.
Fig. S15. Neither Tregs nor Teffs are depleted by anti-OX40 antibody.
Table S1. Primary data.
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