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Social place-cells in the bat hippocampus

David B. Omer, Shir R. Maimon, Liora Las,† Nachum Ulanovsky†

Social animals have to know the spatial positions of conspecifics. However, it is unknown how the position of others is represented in the brain. We designed a spatial observational-learning task, in which an observer bat mimicked a demonstrator bat while we recorded hippocampal dorsal CA1 neurons from the observer bat. A neuronal subpopulation represented the position of the other bat, in allocentric coordinates. About half of these “social place-cells” represented also the observer’s own position—that is, were place cells. The representation of the demonstrator bat did not reflect self-motion or trajectory planning by the observer. Some neurons represented also the position of inanimate moving objects; however, their representation differed from the representation of the demonstrator bat. This suggests a role for hippocampal CA1 neurons in social-spatial cognition.

It is important for social animals to know the spatial position of conspecifics, for purposes of social interactions, observational learning, and group navigation. Decades of research on the mammalian hippocampal formation has revealed a set of spatial neurons that represent self-position and orientation, including place cells (1–3), grid cells (4–6), head-direction cells (7–9), and border/boundary cells (10–12). However, it remains unknown how the location of other animals is represented in the brain.

We designed an observational-learning task for Egyptian fruit bats (Rousettus aegyptiacus), which are highly social mammals that live in colonies with complex social structures (13). Bats were trained in pairs: In each trial, one bat (“observer”) had to remain stationary on a “start ball” and to observe and remember the flight trajectory of the other bat (“demonstrator”), which was flying roughly randomly to one of two landing balls (Fig. 1A, “demonstrator flying” in trials i and j). After a delay, the observer bat had to imitate the demonstrator bat and fly to the same landing ball to receive a reward (Fig. 1A, “observer flying,” and movies S1 and S2). This task had two key features: First, it required the observer to pay close attention to the demonstrator’s position and to hold this position in memory during the delay period (the average delay between the demonstrator’s return to the start ball and the observer’s takeoff was rather long: 12.7 ± 8.6 s; mean ± SD). Second, because the observer was stationary during the demonstrator’s flight, it allowed temporal dissociation between the effects of self-flights versus the flights of the other bat.

While the bats performed the task, we recorded the activity of 378 single neurons in the dorsal hippocampal area CA1 of four observer bats, using a wireless electrophysiology system (Fig. 1B) (14). For each neuron, we computed two firing-rate maps: a “classical” map, based on the self-motion flight trajectories of the observer—the standard depiction for place cells (Fig. 1C, “Self,” left map for each neuron)—and a nonclassical map based on the spikes recorded from the observer’s neuron together with the demonstrator’s flight trajectories (Fig. 1C, “Demo,” right maps) (14). We focused our analysis on the two-dimensional horizontal projections because the bats’ flights were confined mostly to a narrow horizontal slab around the height of the landing balls (fig. S1). A subpopulation of hippocampal CA1 neurons encoded the position of the demonstrator-bat (Fig. 1C, cells 358, 254, 52, and 266—the right map in each example—and fig. S2). We termed these neurons “social place-cells.”

We classified 68 of the 378 recorded CA1 neurons (18.0%) as significant social place-cells—significantly encoding the position of the other bat—based on spatial information (55th percentile in a shuffling analysis) (14). Using the same criteria, 261 of the 378 recorded neurons (68.0%) significantly encoded the self-position of the observer bat when it was flying and were thus classified as place cells (Fig. 1D). Of the 261 place cells, 14.9% were also social place-cells. Conversely, of the 68 social place-cells, 57.4% (39 neurons) were also place cells (Fig. 1, C—cells 358, 254, 52—and D), whereas the remaining 29 social place-cells (42.6%) were not place cells. Most of these neurons (16 of 29 cells; 55.2%) became completely inactive during self-flights, although they encoded the conspecific’s position on interleaved demonstrator flights (examples are provided in Fig. 1C, cell 266, and fig. S2, cells 229 and 60).

This new type of social-spatial representation exhibited several features that were similar to the standard place cell representation: Both representations showed directional selectivity (Fig. 1E and fig. S3), and both place cells and social place-cells tiled space rather uniformly (Fig. 1F). However, we found also clear differences between the two representations: First, the firing rates of the social place-cells were significantly lower than for the classical place-cells (unpaired t test, P < 0.01) (Fig. 1G) (firing-rates of classical place cells were similar to our previous report from CA1 of flying bats (15)). Second, in the 39 cells that encoded both self-position and conspecific position—were both place cells and social place-cells—we found a wide range of correlation values between the representations for self and other. Some neurons exhibited high similarity between their place field and social place field (“congruent cells,” with positive correlations) (fig. S2, cells 68 and 45), whereas in other neurons, the place field and social place field were dissimilar (“noncongruent cells,” with negative correlations) (Fig. 1C, cells 338 and 254, and fig. S2, cell 242). Overall, we found a continuum from noncongruent to congruent representations (Fig. 1H, top histograms), but we also found a slight overrepresentation of congruent cells among higher-firing neurons (Fig. 1H, bottom, gray bars, and top right histogram). These data suggest partial remapping between the hippocampal representations of self-position and conspecific position, which can be interpreted as reflecting the contextual difference between observing a conspecific versus self-motion.

Next, we sought to rule out the possibility that social place fields might result from the observer’s head movements during the demonstrator’s flights. We therefore recorded head acceleration and head azimuth using a nine-axis motion-sensor that was placed on the observer’s head (14). When the demonstrator bat was flying, the observer bat hardly moved its head: There was a lack of changes in head acceleration of the observer bat during the flights of the demonstrator bat (Fig. 2A, middle and bottom, gray areas). Consistent with this, in most of the demonstrator flights, the head azimuth of the observer changed by less than 20°, which is equivalent to a very small head movement of less than 6 mm (Fig. 2, B—black traces and rightmost y axis, in magenta—and C). Such small head movements did not modulate the firing of social place-cells outside the task (Fig. 2D). These bats have a wide visual field and no fovea (13) and hence did not need to move their head in order to track the demonstrator. However, in some of the demonstrator flights (55.4%), the observer bat did move its head more than 20° (the value of 20° corresponds roughly to ± 1 SD in azimuth) (Fig. 2, B, gray traces and C, gray vertical lines). These deviant flights might have potentially modulated the firing of the neurons. To rule out this possibility, we recomputed the social firing-rate maps after excluding the deviant flights and found that these maps were very similar to the original maps (Fig. 2, E, examples, and F, population analysis).

A second potential interpretation is that social place fields may reflect planning of the upcoming flight trajectory by the observer bat. To rule out this possibility, we conducted three analyses. (i) Trajectory planning by hippocampal cell assemblies has been linked to sharp-wave-ripples (SWRs) (16). We recorded the local field potential (LFP) in the observer bat, then detected SWRs (Fig. 2, G and H) and tested whether removing the observer’s flights that contained SWRs would affect social place fields (Fig. 2, I and J) (14). The removal of these flights hardly affected the social place field.
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Fig. 1. Neurons in bat hippocampal area CA1 represent the position of conspecifics. (A) Behavioral setup inside a flight room (2.30 by 2.69 by 2.56 m). The demonstrator bat (blue) was trained to fly from the start ball, roughly randomly to either ball A or ball B, and back, and the observer bat had to imitate this flight. Two different trials are shown, one to ball A (trial i) and one to ball B (trial j). (B) Coronal section through dorsal hippocampus of one observer bat. Arrowhead, electrolytic lesion at end of tetrode track. (C) Five example cells (top view). For each cell, the left column shows the place-cell representation, based on spikes from the observer’s neuron and the self-flight-trajectories of the observer (Self), and the right column shows the social place-cell representation, based on spikes from the same observer’s neuron, plotted together with the demonstrator’s trajectories (Demo.). (Top) Flight trajectories (gray) with spikes overlaid (red). A, B, and S are landing balls A, B, and start ball; arrows denote flight-direction (↑, flying away from start-ball; ↓, flying toward the start ball). (Bottom) Firing-rate maps. Color scale ranges from zero (blue) to maximal firing rate (red; value indicated). The four leftmost cells are social place-cells; some of these neurons are also place-cells (cells 358, 254, and 52), and some are not (cell 266). Cell 313 is a “pure” place cell. Correlations between the firing-rate maps for self and other are indicated for each cell (correlations are undefined for cells 266 and 313 because one of the maps is flat). Scale bar, 50 cm. (D) Total number of significant social place-cells versus significant classical place-cells that were significantly tuned to one flight-direction (↑), the other flight-direction (↓), or both directions (↑↓). Classical place cells are in red (n = 261), and social place-cells are in blue (n = 68). (E) Locations of peak firing for all the significant maps for place cells (red dots, n = 371 cells × directions), and social place-cells (blue dots, n = 76 cells × directions); cells that had significant tuning in both directions were depicted twice; hence, the counts here are larger than in (D). Dots were randomly jittered by up to ±5 cm (half bin) for display purposes. (F) Average peak firing rate for all the classical place cells (red, n = 371 cells × directions) and all the social place-cells (blue, n = 76 cells × directions). **P < 0.01. (H) (Top) Distributions of correlation coefficients between classical place cell maps and social place-cell maps for all the neurons that encoded significantly either self-position or conspecific position and had >20 spikes per map (left histogram) or >300 spikes per map (right histogram). Gray, the data; black lines, cell-shuffling distributions (14). (Bottom) Map correlations increased with firing rate. Error bars, mean ± SEM; gray bars, the data; open bars, cell-shuffling; number of cells × directions included in the four bars: n = 334, 218, 137, and 91; *P < 0.05; **P < 0.01; n.s., nonsignificant.
Fig. 2. Coding of conspecific position cannot be explained by self-head-movements of the observer bat nor by trajectory planning. (A) Two example traces of flight velocity and acceleration of the observer’s head. (Top) Flight velocities of the two bats. (Middle) Acceleration of observer’s head, g, Earth’s gravitational acceleration. (Bottom) Very low acceleration around the demonstrator’s flight (gray rectangle). (B) Change in head azimuth of the observer (ΔAz) as function of time from onset of demonstrator’s flight. Each example shows data from 1 recording day in one flight direction; these examples correspond to the three cells in (E). Black, demonstrator flights in which the observer’s head moved <1 SD (σ = 20.18°), which corresponds to <6 mm movement; right y axis) (14). Gray, demonstrator flights that included deviant head movements of the observer bat that exceeded 5σ. Numbers indicate proportion of deviant flights out of all the flights on this day. (C) Distribution of ΔAz of the observer’s head, pooled over all days with significant social place-cells where motion-sensor data were recorded (n = 18 days, n = 35,284 samples). Gray lines mark 1 SD (σ = 20.18°), which was the threshold used in (B) to define deviant flights. (D) Mean firing rate of social place-cells outside the task, triggered on the peak velocity of observer’s head movements; for all the 1-s segments with small angular displacement <20° (n = 14,933 segments, pooled over all significant social place-cells with motion-sensor data; shaded area indicates mean ± SEM). (E) Three example cells, showing high correlation between social place field maps before (top) and after (bottom) removal of all the flights that included observer head-movements. At bottom, we removed all gray-colored flights in (B) and the corresponding spikes. (F) Blue histogram, distribution of correlation coefficients between social place-cell maps and the same maps after removal of flights with SWRs. Blue histogram, data for all cells with >20 spikes per map that had SWRs during observer flights (n = 20 cells × directions). Black line, cell-shuffling distribution. t test with unequal variances, data compared with cell-shuffling control: P < 10−20. (G) Example of a SWR. (Top) Spectrogram of the SWR. (Middle) Raw LFP trace (1 to 400 Hz bandpass). Scale bars, 30 ms and 200 μV. (Bottom) Spikes from four simultaneously recorded neurons (red ticks). Same time scale in all panels. (H) (Top) Mean SWR waveform, averaged across all recording days with social place-cells (n = 46 days; n = 9,092 SWRs). (Bottom) SWR-triggered firing rate, averaged over all neurons recorded during days with social place-cells (n = 276 neurons; shaded area, mean ± SEM). (I) Two social place-cells (columns), showing high stability with versus without flights that included SWRs (top versus bottom). (J) Distribution of correlation coefficients between social place-cell maps and the same maps after removal of flights with SWRs. Blue histogram, data for all cells with >20 spikes per map that had SWRs during observer flights (n = 20 cells × directions). Black line, cell-shuffling distribution. t test with unequal variances, data compared with cell-shuffling control: P < 10−14. (K) Two social place-cells (columns), showing high stability in correct trials (top) versus incorrect trials (bottom). (L) Distribution of correlation coefficients between social place-cell maps computed by using correct trials versus incorrect trials. Blue histogram, data for all neurons with >20 spikes per map (n = 43 cells × directions). Black line, cell-shuffling distribution. t test with unequal variances, data compared with cell-shuffling control: P < 10−18. We included in this analysis only cells with >15 correct flights and >15 incorrect flights; n = 43 cells × directions. (M) Simulating trajectory planning. Rat-like sequence speed, Sequence speed × flight-speed. (Left) Simulated spatial distribution of social place fields, assuming that they are generated by place cell sequences with a ratlike sequence-speed of 8 m/s (14). (Right) Same, using a sequence speed of 43 m/s, which is scaled up to the flight speed of the demonstrator bat (corresponding to 20 times the bat’s flight speed in our task). Blue circles and crosses denote cells with preferred direction 1 and 1, respectively.
maps, as indicated by very high map-correlations (Fig. 2, I, examples, and J, population), suggesting that social place fields are not created by SWR-associated trajectory planning. (ii) Next, we analyzed the neuronal activity during correct versus incorrect trials because studies in rats showed that hippocampal cell-assembly activity is strongly correlated to choice behavior on correct/incorrect trials (17). We reasoned that if the firing of the neurons reflects planning, then there would be a difference between social place-cell maps computed by using correct versus incorrect trials (where “incorrect” means that the demonstrator’s flight was followed by an incorrect flight of the observer)—because before incorrect flights, the observer bat is likely planning to fly to the opposite landing ball from the demonstrator. However, we found high correlations between correct-trial maps and incorrect-trial maps (Fig. 2, K, examples, and L, population). (iii) Trajectory planning has been linked to hippocampal place cell sequences (16), and such sequences might potentially create the social place fields that we observed. However, this seems highly unlikely because place cell sequences play extremely rapidly—at a speed of 8 m/s in rats (18), which is ~20 times faster than the running speed of the animal (18)—and therefore, all the firing of the observer’s neurons would be spatially compressed in one location, such as immediately after the takeoff of the demonstrator (14). Indeed, simulations of place-cell sequences confirmed this: All the place fields in this simulation were spatially compressed near the takeoff balls (Fig. 2M, blue crosses and circles), unlike the experimentally observed uniform distribution of social place fields (Fig. 1F, right). Together, this argues that social place fields cannot be explained via trajectory planning by the observer bat. Moreover, if trajectory planning in the observer’s brain is somehow synchronized precisely to the timing and velocity of each of the demonstrator’s flights—which seems rather unlikely—then it constitutes an explicit spatial representation of the position of the other bat.

Classical place cells in CA1 represent the animal’s self-position in a world coordinate-frame: “allo-centric coordinates” (1). To test whether social place-cells also form an allocentric representation, we exploited the fact that although the bats did not move their head much during the demonstrator flights (Fig. 2, A to C), the head did point in different azimuthal directions across different flights (we focused here on the azimuthal angle because the observer bats mainly moved their head in azimuth) (Fig. 3, A and B, and fig. S4) (14). For each of the social place-cells, we computed the median head azimuth of the observer (Fig. 3B, red line) and then used this median to divide all the demonstrator’s flights into two halves, corresponding to the observer bat looking right versus looking left (Fig. 3C, top versus bottom, respectively). If social place-cells are allocentric, then we expect similar maps irrespective of the head azimuth of the observer. Indeed, maps computed during right-viewing and left-viewing were rather similar (Fig. 3, C, examples, and D, population), which is consistent with an allocentric representation. Further, there was no relation between the map correlation and the average head direction difference between looking right and looking left (correlation coefficient (r) = -0.12, P = 0.59); the head-direction differences spanned a broad range, from ΔAz = 30° to 102° (Fig. 3E and fig. S4), which also is consistent with an allocentric representation. These neurons are thus fundamentally different from vectorial goal-direction cells in the bat hippocampus, which represent the direction to navigational goals in egocentric coordinates (19).

Last, we asked whether a flying conspecific is represented differently from inanimate moving objects. We conducted additional experiments in two of the four recorded bats. These experiments included three sessions (Fig. 4A). Session 1 was conducted as before (Fig. 1A). In session 2, we moved an object either to ball A or to ball B, and the observer bat had to imitate it; it was the same task as before, but with an object instead of a conspecific. We termed this object an “informative object” (in this session, the observer bat did not receive reward and hence did not fly) (Fig. 4A, session 3, and fig. S5C). Both objects were similar in size to a flying bat (Fig. S5). Surprisingly, we found quite a few CA1 cells that encoded the position of inanimate moving objects (Fig. 4, A, four top examples, and C, population); to our knowledge, this is the first report that the position of moving objects is explicitly represented in the hippocampus [a previous study reported modulation of place cell firing by the movement of another object, but not an explicit spatial representation of that object (20)]. Some of the CA1 cells represented both the inanimate objects and the conspecific (Fig. 4B, cells 184, 169, and 361); some cells represented only the objects (Fig. 4B, cell 182); and some cells represented only the conspecific (Fig. 4B, cell 221 and C, population summary). There were some differences between the representations of the conspecific and the inanimate objects. First, there was a slight trend for a better encoding of space (higher spatial information) going from the demonstrator bat to the informative object and to the noninformative object (Wilcoxon rank-sum tests, informative object versus noninformative object, P < 0.05; demonstrator bat versus noninformative-object, P = 0.095; demonstrator bat versus informative-object, P = 0.824; Kruskal-Wallis test, P = 0.082) (Fig. 4D). Second, whereas the representation of

![Fig. 3. The representation of conspecifics is allocentric, not egocentric.](image-url)

(A and B) Dividing the demonstrator’s flight data based on the observer’s head direction during demonstrator’s flights. (A) Schematic drawing of directional notations of the bat’s head relative to the two landing balls. (B) Distribution of the azimuthal head directions of the observer during demonstrator flights; data from 1 recording day. The median head direction (6.8°) is plotted in red. Direction 0° is parallel to the east-west wall of the room. (C) Two cells showing stability of their social place fields between right-pointing head directions (top) and left-pointing head directions (bottom). (D) Blue histogram, distribution of the correlation coefficients between right-looking maps and left-looking maps (blue), plotted for all the social place-cells for which we recorded motion-sensor data and had >20 spikes per map (n = 24 cells × directions); t test with unequal variances, compared with cell-shuffling control (black): P < 10^-4. Black line, cell-shuffling distribution, consisting of correlations between left-looking maps from cell i and right-looking maps from cell j across all the cell pairs where i ≠ j. (E) Scatter plot of the similarity between right-looking and left-looking maps (y axis), versus the difference between the means of the right-looking and left-looking angles (x axis). No correlation was found (r = -0.12, P = 0.59; shown is a large span of azimuthal head-direction angles).
Fig. 4. The conspecific is represented differently from inanimate moving objects. (A) Illustration of the behavioral task that we conducted in two of the four recorded bats. (B) Five example cells, showing firing-rate maps for the position of the demonstrator (left column), the position of the informative object (middle), and the position of the noninformative object (right). Cells 184, 169, and 361 encoded both the conspecific bat and the objects; cell 182 encoded only the objects; and cell 221 encoded only the conspecific. (C) Venn diagram summarizing the numbers of cells that represented significantly the conspecific and the two objects in these two bats. (D) Spatial information rate for all the cells representing significantly the position of the demonstrator (blue), the informative object (green), and the noninformative object (gray). Horizontal lines show the median, boxes show the 25th to 75th percentiles, and vertical lines show the 10th to 90th percentiles. (E) A cell exhibiting a difference in its firing-rate maps between different flight directions of the demonstrator bat (left column), but showing no directionality for the two objects (middle and right columns); compare the top and bottom maps for the two objects (direction ↑ vs ↓). (F) Directionality: population summary. Shown are correlations of firing-rate maps between the two flight directions: for the self-representation, the demonstrator bat, and the informative and noninformative objects (data for all cells in which at least one flight direction exhibited a significant map, and both maps contained >50 spikes per map). The maps are much more directional (lower correlations) for the demonstrator than for the two objects; t test for the correlations between the two directions for demonstrator-bat versus the two pooled objects: *P < 0.05. (G) Correlations of firing-rate maps for demonstrator bat versus informative object (left), demonstrator bat versus noninformative object (middle), and informative object versus noninformative object (right). Correlations here were computed for all cells in which at least one of the two maps was significant, and only for maps with >50 spikes; t test of the object-object similarity versus the conspecific-object similarities: ***P < 0.01 for both comparisons. To increase the robustness of comparisons between demonstrator and objects, (C), (D), (F), and (G) included only cells that met a strict criterion of >25 flights per map and >50 spikes per map. (H) Functional anatomy along the proximodistal axis of CA1, for one of the two bats tested with three sessions (14). Shown is the percentage of significant tuning, separately for proximal and distal tetrodes. (Left) Place cells (Self). (Middle) Social place-cells (Demonstrator). (Right) Object place cells (pooled over both objects). ***P < 10^{-3}; ****P < 10^{-5}.
the conspecific was directional—akin to the directional performance of rats in dorsal CA1 (log-odds-ratio test: P < 0.005) (Fig. 4H, middle, and fig. S7) (44), unlike object place-cells, which did not exhibit a significant proximal gradient (log-odds-ratio test: P = 0.17) (Fig. 4H, right). Social place-cells exhibited the opposite pattern from classical place cells, which—consistent with previous reports in rats (22)—were significantly more prevalent near the proximal border of CA1 (log-odds-ratio test: P < 0.005) (Fig. 4H, middle, and fig. S7). These neurons encode a position-by-time signal: the demonstrator bat is flying, together with the position of the other bat and to hold this position in memory during a 12.7-s average delay, which revealed a spatial representation for the other. This interpretation is consistent with many studies that showed that hippocampal representations are highly task-dependent, plastic, and memory-dependent (30–32). Additionally, this task created a high level of social interactions between the two bats: When the bats were together at the start ball, they often approached and touched each other and emitted many social vocalizations (fig. S8), and this intensely social situation may have contributed to the representation of the conspecific. There is an apparent similarity between the social place-cells, which encode the position of the other, and “mirror neurons” in monkeys, which encode the actions of the other (33). One difference, however, is that noncongruent social place-cells (Fig. 1C, cells 358 and 254) are still reactive but not congruent: they encode meaningful information about the position of the other bat, whereas it is less clear how noncongruent mirror neurons in monkeys might be useful for the proposed functions of mirror neurons. Thus, social place-cells are conceptually different from mirror neurons, although both might possibly share a similar functional principle, whereby the same neuronal circuit can be used for self-representation as well as for representing conspecifics. Last, we speculate that social place-cells may play a role in a wide range of social behaviors in many species—from group navigation and coordinated hunting to observational learning, social hierarchy, and courtship—and may be relevant also for the representation of nonconspecific animals—for example, for spatial encoding of predators and prey. These results open many questions for future studies: How are multiple animals represented in the brain? Is there a different representation for socially dominant versus subordinate animals, and for males versus females? These and many other questions await investigation in order to elucidate the neural basis of social-spatial cognition.
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Synapse-specific representation of the identity of overlapping memory engrams

Kareem Abdou1,2, Mohammad Shehata1,2,3,†, Kiriko Choko1,2, Hirofumi Nishizone2,3, Mina Matsuo3, Shin-ichi Muramatsu4,5, Kaoru Inokuchi1,2,§

Memories are integrated into interconnected networks; nevertheless, each memory has its own identity. How the brain defines specific memory identity out of intermingled memories stored in a shared cell ensemble has remained elusive. We found that after complete retrograde amnesia of auditory fear conditioning in mice, optogenetic stimulation of the auditory inputs to the lateral amygdala failed to induce memory recall, implying that the memory engram no longer existed in that circuit. Complete amnesia of a given fear memory did not affect another linked fear memory encoded in the shared ensemble. Optogenetic potentiation or depotentiation of the plasticity at synapses specific to one memory affected the recall of only that memory. Thus, the sharing of engram cells underlies the linkage between memories, whereas synapse-specific plasticity guarantees the identity and storage of individual memories.
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between upstream and downstream engram cells, was counted (Fig. 2, E to I, and fig. S7, A and B). Complete amnesia resulted in a significant decrease in the c-Fos−/mCherry− overlap in the Ani+tBC group in comparison with the PBS and anisomycin groups, which is consistent with the behavioral data and the total resetting of synaptic efficacy.

Considering that memories are stored in interconnected networks, and the brain can store two memories in a shared ensemble (14–18), we examined the effect of complete retrograde amnesia of one memory on another memory by using two different AFC events: a 7-kHz AFC (event 1) followed by a 2-kHz AFC (event 2) (Fig. 3). When these two events were separated by 5 hours, memory for event 2 was enhanced (fig. S5), indicating interaction between the memories.
The majority of the LA engram cells for event 1 (mCherry⁺) also encoded event 2 (c-Fos⁺), whereas the memories were encoded in two distinct populations in the AC (Fig. 3, A to E, and fig. S7, C to F). When the two memories were separated by 24 hours, they were allocated to distinct populations in both the LA and the AC.

We then used the c-Fos::tTA transgenic mice to label the neural ensembles in the AC and MGm that were activated specifically during event 1 with oChIEF (Fig. 3F and fig. S6). After 5 hours ON DOX, mice were exposed to event 2 and then divided into two groups. The first group received PBS after event 1 memory retrieval and Ani+tBC after event 2 memory retrieval (gp1), whereas the second group received the opposite treatment (gp2). In gp1, memory of event 2 was erased by Ani+tBC (test 4), whereas memory of event 1 was not affected (test 2). In contrast, in gp2, event 1 memory was erased (test 2), whereas event 2 memory was not affected (test 4; Fig. 3G). Moreover, optogenetic stimulation of the pre-synaptic terminals of the AC and MGm engram cells corresponding to event 1 memory induced a freezing response in gp1, but not in gp2, although in both groups, the LA neurons storing both associative memories underwent Ani+tBC treatment (Fig. 3H). These results reveal synapse-specific engram erase and indicate that memories stored in the shared engram cells are synapse-specific and have different fates (Fig. 3I).

We then addressed the question of how each memory reserves its individual identity within the shared ensemble. We carried out a loss-of-function experiment using optical long-term depression (LTD) to depotentiate the synaptic efficacy in synapses specific for event 1 memory (Fig. S3, A and C, and Fig. 4, A and B). In comparison with a control group, mice that received LTD showed impairment in event 1 memory recall, but not in event 2 memory recall (Fig. 4C). Optogenetic stimulation to the terminals of the AC and MGm ensemble of event 1 memory triggered freezing in the control group, whereas it failed to trigger freezing in the LTD group, despite the fact that event 2 memory was intact (Fig. 4D). Thus, selective depotentiation of synaptic plasticity deconstructs the specific connectivity between engram assemblies, thereby erasing one memory without disrupting the other memory in the same population of neurons.

Last, a gain-of-function experiment was performed in which both memories were erased with Ani+tBC and then optical LTP was induced

---

**Fig. 2.** Resetting of synaptic plasticity and functional connectivity between engram cell assemblies as neural correlates of complete amnesia. (A) Left, labeling strategy. Right, experimental design for the LTP occlusion experiment. (B) Freezing level during test 1. (C) Average of in vivo field excitatory postsynaptic potential slope (normalized to baseline) before and after LTP induction (two-way repeated-measures ANOVA; n = 4 mice per group). (D) Traces before (black) and after (red) optical LTP induction. (E) Left, labeling of engram cell assemblies in the AC, MGm, and LA using double transgenic mice (c-Fos::tTA/R26R::H2B-mCherry) (18). Right, experimental design. (F) Freezing levels during tests 1 and 2 (one-way ANOVA). (G) Freezing levels during test 3 (one-way ANOVA). (H) Representative images showing c-Fos⁺–mCherry⁺ overlap in the LA, indicated by arrowheads. Blue, 4',6-diamidino-2-phenylindole (DAPI) staining. Scale bars, 50 μm. (I) c-Fos⁺–mCherry⁺ overlap cell counts (one-way ANOVA; n = 4 mice per group). Yellow lines represent chance level for each group. *P < 0.05; **P < 0.01. Data are represented as mean ± SEM.
in event 1 memory–specific synapses (Fig. 4, E and F). Mice that received the LTP protocol displayed higher freezing levels in response to the 7-kHz tone (test 5), whereas freezing responses to the 2-kHz tone (test 6) were unaffected (Fig. 4G).

Storing and distinguishing between several memories encoded in the same neurons are critically important for organizing unique memories. Our findings demonstrate that synapse-specific plasticity is necessary and sufficient for associative fear memory storage and that it guarantees uniqueness to the memory trace, pointing to plasticity as a substrate for the fear memory engram. This perspective is consistent with a recent observation that LTP is selectively induced in specific auditory pathways after fear memory formation (20).}

Engram cells retain a memory after anisomycin-induced amnesia, and synaptic plasticity is dispensable for memory storage (22). However, synaptic plasticity and functional connectivity between engram cell assemblies are indispensable for fear memory storage, because after LTD induction, the depressed synapses might be nonfunctional. Therefore, not only the natural cue, but also the optical stimulation of synapses between the engram cell assemblies failed to retrieve the memory. Furthermore, the engram network no longer retained the associative fear memory after Ani+BIC-induced complete amnesia. The LTP occlusion experiment showed that synaptic potentiation persisted even 2 days after behavioral training in the PBS control group and that complete amnesia accompanied a reset of LTD. This further supports the idea that LTP is important for memory maintenance. The combined evidence suggests that synaptic plasticity can build a specific connectivity within the engram cell assemblies and that the functional connectivity is a simple reflection of the enhanced synaptic strength, rather than an independent mechanism for memory storage.

Fig. 3. Synapse-specific erasure of overlapping fear memories. (A) Model for the neuronal ensemble in the LA and AC after two associative memories encoded with a 5-hour interval. Memories 1 and 2 respectively correspond to events 1 and 2. (B) Left, strategy to label engram cells in the AC and LA using double transgenic mice (c-Fos::tTA/R26R::H2B-mCherry) injected with AAV-TRE3G-Cre. Right, experimental design to check the overlapping LA using double transgenic mice (c-Fos::tTA/R26R::H2B-mCherry) injected for the neuronal ensemble in the LA and AC after two associative memories.
This study uncovered the mechanism by which the brain can maintain the uniqueness of a massive number of associated memories stored in shared cell ensembles. Furthermore, we achieved selective and total erasure of a fear memory from an engram network without affecting other memories stored in the shared ensemble by resetting the plasticity in a synapse-specific manner. These findings lead to a better understanding of the mechanisms underlying memory storage and may give insight into therapeutic approaches to treating post-traumatic stress disorder.
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Acute sleep loss results in tissue-specific alterations in genome-wide DNA methylation state and metabolic fuel utilization in humans

Jonathan Cedernaes1*, Milena Schönke2†, Jakub Orzechowski Westholm3†, Jia Mi4,5, Alexander Chibalin2, Sarah Voisin1, Megan Osler2, Heike Vogel6, Katarina Hörnaeus4, Suzanne L. Dickson7, Sara Bergström Lind4, Jonas Bergquist4,8,9, Helgi B Schiöth1, Juleen R. Zierath2, Christian Benedict1

INTRODUCTION

Chronic sleep loss, social jet lag, and shift work—widespread in our modern 24/7 societies—are associated with an increased risk of numerous metabolic pathologies, including obesity, metabolic syndrome, and type 2 diabetes (1–4). Even minor weekly shifts in sleep timing, or as few as five consecutive nights of short sleep, have been associated with an increased risk of weight gain in healthy humans (4, 5).

Many of the adverse effects attributed to sleep loss and circadian misalignment might arise due to tissue-specific metabolic perturbations in peripheral tissues such as skeletal muscle and adipose tissue (6–9). Recurrent sleep loss combined with moderate calorie restriction in humans increases the loss of fat-free body mass, while decreasing the proportion of weight lost as fat (10), suggesting that sleep loss can promote adverse tissue-specific catabolism and anabolism. Human cohort studies and interventional sleep restriction studies in animals also suggest that sleep loss specifically promotes loss of muscle mass (11–13), but the underlying molecular mechanisms remain elusive.

Notably, sleep restriction studies controlling for caloric intake provide evidence that sleep loss reduces the respiratory exchange ratio (8, 14), indicating a shift toward non-glucose, that is, fatty acid, oxidation. Animal studies have elegantly shown that metabolic fuel selection and overall anabolic versus catabolic homeostasis are regulated by tissue-specific rhythms driven by the core circadian clock (15). Key metabolic processes, for example, glycolysis and mitochondrial oxidative metabolism, exhibit 24-hour rhythms in tissues such as skeletal muscle (16–18). This is, to a significant extent, orchestrated through circadian regulation of key transcription factors and enzymes such as pyruvate dehydrogenase kinase 4 (Pdk4), Ldhb, and phosphofructokinase 2 (Pfk2), which belong to some of the most highly rhythmic transcripts in skeletal muscle across circadian data sets in mice (19). Correspondingly, ablation of the core clock gene Bmal1 alters metabolic fuel utilization in mice (20, 21), and circadian desynchrony in humans results in decreased resting metabolic rate (22). Furthermore, even a single night of sleep loss has been shown to induce tissue-specific transcriptional and DNA methylation (an epigenetic modification that can regulate chromatin structure and gene expression) changes to core circadian clock genes in humans (23), but the downstream tissue-specific impact on metabolic pathways remains to be determined. Moreover, it is presently unknown to what extent DNA methylation may be modulated throughout the human genome in metabolic tissues in response to acute sleep loss, and whether metabolic tissues respond in a tissue-specific manner across multiple genomic and molecular levels.

On the basis of the above observations, and as a model of shift work that often entails overnight wakefulness, we hypothesized that acute sleep loss (that is, overnight wakefulness) would induce tissue-specific alterations at the genomic and physiological levels in pathways regulating metabolic substrate utilization and anabolic versus catabolic state. Specifically, we expected acute sleep loss to increase non-glycolytic oxidation and protein breakdown in skeletal muscle (12, 13), with the former favoring hyperglycemia. Since recurrent sleep loss has also been linked to adverse weight gain (2, 10, 24), we also hypothesized that acute sleep loss would promote signatures of increased adipogenesis and that some of these tissue-specific changes would be reflected at the DNA methylation level, indicating altered “metabolic memory.” To this end, we carried out a range of molecular analyses in subcutaneous adipose tissue and skeletal muscle samples, complemented by analyses in blood, in samples obtained from healthy young men both after a night of sleep loss and after a night of full sleep.
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RESULTS
Acute sleep loss results in tissue-specific DNA methylation and transcriptomic changes
To examine whether acute sleep loss induces genome-wide alterations in epigenetic modifications, we used the Infinium HumanMethylation450 BeadChip (485,764 probes) to interrogate changes in DNA methylation in adipose tissue and skeletal muscle samples obtained from 15 healthy participants in the morning fasting state, both after one night of sleep loss and after a night of normal sleep (age, 22.3 ± 0.5 years; body mass index, 22.6 ± 0.5 kg/m²; further characteristics and sleep data are presented in table S1, and experimental design is shown in Fig. 1A). We found that sleep loss resulted in 148 significantly differentially methylated regions (DMRs) [false discovery rate (FDR) < 0.05] in subcutaneous adipose tissue (Fig. 1B and table S2, A and B), most of which were hypermethylated (92 DMRs) and within 5 kilo–base pairs of the transcription start site (TSS) (129 DMRs or 87%). To investigate which gene pathways were associated with altered methylation status following sleep loss, we used gene ontology (GO) analyses to identify which biological pathways were associated with altered methylation status and transcriptomic changes following sleep loss, we used gene ontology (GO) analyses to identify which biological pathways were associated with altered methylation status.

We found that sleep loss resulted in 148 significant differentially methylated regions (DMRs) (FDR < 0.05) in subcutaneous adipose tissue (Fig. 1B and table S2, A and B), most of which were hypermethylated (92 DMRs) and within 5 kilo–base pairs of the transcription start site (TSS) (129 DMRs or 87%). To investigate which gene pathways were associated with altered methylation status following sleep loss, we used gene ontology (GO) analyses to identify which biological pathways were associated with altered methylation status and transcriptomic changes following sleep loss, we used gene ontology (GO) analyses to identify which biological pathways were associated with altered methylation status.

Fig. 1. Acute sleep loss induces changes in DNA methylation in adipose tissue in healthy humans. (A) Participants were investigated both after a night of sleep loss (that is, overnight wakefulness) and after a night of normal sleep, in each condition after an in-lab baseline day and night (26 hours in total, with an 8.5-hour baseline sleep opportunity) with standardized physical activity levels and isocaloric meals. Biopsies from the vastus lateralis muscle (VLM) and subcutaneous adipose tissue (SAT), as well as fasting blood sampling, preceded an oral glucose tolerance test (OGTT) and subsequent blood sampling. This was followed by a pipeline of omic analyses across tissues. (B) Differentially methylated regions (DMRs; FDR < 0.05) in adipose tissue showing DNA methylation (beta levels) after sleep and sleep loss (wake) across the 15 participants, with hierarchical clustering of DMR beta levels (z scores). (C) Significant gene ontology (GO) annotations based on hypermethylated (top) and hypomethylated DMRs (bottom) in adipose tissue in response to sleep loss, showing the ratio of differentially expressed gene-associated DMRs (DE) to the total number (N) of genes in a given pathway (“DE-to-N”) and adjusted P values (q values, FDR< 0.05). (D) Beta levels across some of the most significant DMRs in adipose tissue, in proximity to the specified genes, following sleep and sleep loss.
white adipose tissue from that in, for example, brown or visceral adipose tissue (26–28). Notably, several of the 56 DMRs that were hypomethylated in response to sleep loss were in chromosomal regions or near the TSS of genes known to be genomically imprinted (such as TSPAN32, GNAS, INS, and GFI1; Fig. 1D and table S2B) and, through this or other mechanisms, have been associated with obesity (29, 30). Hypomethylated DMRs were also found at the TSS of genes implicated in insulin resistance (for example, ADORA2A) (31–33). Whereas the average fold change in methylation for the significant DMRs did not exceed 3% in response to sleep loss (average, +2.8 ± 0.0% and −2.4 ± 0.0% for hyper- and hypomethylated DMRs, respectively), the most highly hypermethylated DMR (on average +6.9%) was found for CD36 (Fig. 1D and table S2A), which is involved in fatty acid import and whose expression is dysregulated in obese and type 2 diabetic patients (34).

In contrast to adipose tissue, no significant DMRs were observed in skeletal muscle following sleep loss compared with sleep (table S2F). This finding could indicate that other epigenetic modifications—that may also respond to environmental changes (for example, at the chromatin level) regulate the transcriptional response to sleep loss in skeletal muscle or, alternatively, that DNA methylation changes occur at, for example, earlier or later time points in our intervention.

To assess genome-wide gene expression changes following acute sleep loss in humans in the morning hours, we next performed transcriptomic RNA sequencing (RNA-seq) analyses of total RNA isolated from the corresponding skeletal muscle and adipose tissue samples. We found that acute sleep loss altered expression of 117 (19 up-regulated, 98 down-regulated) mRNA transcripts in skeletal muscle, whereas 96 transcripts (59 up-regulated, 37 down-regulated) were significantly altered in subcutaneous adipose tissue (table S3, A to D). A comparison of transcripts that were significantly altered either in skeletal muscle or in subcutaneous adipose tissue revealed that many transcripts exhibited tissue-specific directionality (that is, with regard to their fold change) in response to sleep loss compared with sleep (Fig. 2, A and B). In addition, almost no overlap was found between the two tissues for mRNA transcripts that were differentially expressed (Fig. 2C), further highlighting the tissue specificity of the response to acute sleep loss in human metabolic tissues. An untargeted analysis of all DNA methylation values versus all corresponding mRNA transcript levels confirmed that, overall, the degree of methylation was negatively correlated with the level of gene expression, a phenomenon observed in both adipose tissue (Spearman $r = −0.39$) and skeletal muscle (Spearman $r = −0.41$; fig. S1, A and B). Notably, however, when we next compared the changes in DNA methylation and mRNA transcript levels that were observed following acute sleep loss, neither tissue exhibited any significant correlation between DNA methylation and transcript expression levels (adipose tissue, Spearman $r = −0.01$; skeletal muscle, Spearman $r = 0.00$; fig. S1, C and D). Similarly, no overlap was found when comparing

---

**Fig. 2.** Tissue-specific transcriptomic alterations in response to acute sleep loss in healthy humans. (A) Relative expression levels of differentially expressed genes (FDR < 0.05) in VLM showing levels across both VLM and SAT in both sleep and wake states (left; normalized by row, that is, all rows share the same mean and the same variance; the scale is truncated at $−1$ and $1$). The fold changes for each tissue in response to sleep loss (that is, overnight wakefulness, wake) are also shown (right). (B) Corresponding analysis as shown in (A) for genes differentially expressed in adipose tissue in response to sleep loss. (C) Venn diagram displaying the number and overlap for significantly up- and down-regulated genes in each tissue following sleep loss. (D) GSEA using the R package GAGE against the KEGG ontology showing significant pathways (q values, with FDR < 0.05; scale shown to the right) that are down-regulated in VLM compared with pathways up-regulated in SAT in response to sleep loss (see table S4, A to D, for a complete list of all up- and down-regulated pathways in each tissue). fc, fold change.
genes with altered mRNA expression with genes that had altered DNA methylation near the TSS in response to sleep loss in adipose tissue. Overall, this raises the possibility that these correlations in response to sleep loss may have been captured by more frequent biopsy sampling.

In skeletal muscle, a gene set enrichment analysis (GSEA) using the KEGG (Kyoto Encyclopedia of Genes and Genomes) database (Fig. 2D and table S4, A and B) indicated that sleep loss down-regulated genes associated with ribosomes and oxidative phosphorylation (for example, NDUF5 and ATP5D; table S4B). In line with down-regulation of ribosomal pathways, our analysis indicated that translational and cellular protein targeting processes—that is, energy-demanding and stress-sensitive biological processes—were down-regulated in skeletal muscle in response to sleep loss. We instead observed up-regulation of metabolic genes such as TXNIP and NNMT in response to sleep loss (Fig. 2A and table S3A); of these, TXNIP has consistently found to be up-regulated in prediabetic to diabetic patients and to be inversely correlated with glycocalyx. Accordingly, its down-regulation in skeletal muscle has been positively correlated with insulin sensitivity during clamp measurements in nondiabetic patients (35). Further suggesting that sleep loss may promote catabolic stress, several immune-, injury-, and stress-related genes (such as NNMT, CXXCR2, LRRK2, and FCGR3B), as well as several inflammation-related pathways, were up-regulated in skeletal muscle following acute sleep loss (tables S3A and S4A). LRRK2 is the most commonly mutated gene contributing to Parkinson’s disease, a gene known to be expressed in muscle and immune cells and with a putative role in autophagy (36).

A GSEA of RNA-seq data from adipose tissue revealed that sleep loss up-regulated KEGG pathways such as oxidative phosphorylation and ribosome pathways, that is, a direction opposite to that observed for skeletal muscle (Fig. 2D). Pathways related to glycolysis and Toll-like receptor (TLR) signaling were also up-regulated in adipose tissue following sleep loss (Fig. 2D and table S4C). Up-regulated TLR pathway components included CD14 and TLR4 (Fig. 2B and table S3C), both of which also possibly modulate adipose tissue insulin sensitivity, possibly through their role in response to bacterial lipo-polysaccharide by adipocytes or present macrophages (37). Along with up-regulation of additional genes involved in inflammation (for example, IL1RAP) and protective cellular responses (such as TP53IP and GPX1), this suggests that increased inflammation occurs across tissues following sleep loss in humans. Furthermore, we observed a down-regulation of spliceosome and RNA transport pathways in GSEA-derived KEGG pathway analysis in adipose tissue, and BCL6, a gene that is markedly suppressed by insulin (35), was also down-regulated in response to sleep loss (table S3D). Compared with the observed up-regulation of TXNIP mRNA in skeletal muscle, this could suggest tissue-specific alterations of insulin signaling in these two tissues after sleep loss.

To determine what transcription factor pathways might be activated following sleep loss in each tissue, we also carried out chromatin immunoprecipitation enrichment analysis against the ChEA database, based on our RNA-seq data of genes that were up-regulated in either skeletal muscle or adipose tissue in response to sleep loss. For skeletal muscle, this analysis revealed enrichment of targets of the transcription factors PPARG and LXR (such as CPT1a, NNMT, PFKB3, PD4, and TXNIP), which regulate, for example, fatty acid uptake in skeletal muscle (table S4E) (38). In adipose tissue, we found increased enrichment of targets—for example, THBD, GLYCTK, and GPCPD1—of transcription factors that promote adipogenesis or adipose tissue inflammation, such as CEBP, FOXA1, and the nuclear factor κB subunit p65 (RELA) (table S4F).

**Acute sleep loss induces tissue-specific changes within substrate-utilizing and anabolic-versus-catabolic pathways**

Given that our transcriptomic analyses revealed changes in pathways regulating metabolic state and fuel-determining pathways, we next carried out label-free mass spectrometry to quantify the tissue-specific impact on relative protein concentrations following our intervention of sleep loss versus normal sleep. We detected 1264 proteins in the skeletal muscle samples, and of these, 23 were down-regulated, whereas 9 were up-regulated (Table 1, A and B). Several of the down-regulated proteins were involved in or downstream of glycolysis, such as phosphofructokinase-1 (PFK1), phosphoglycerate kinase 1 (PGK1), and pyruvate kinase (Table 1B). A subsequent KEGG pathway analysis of pathways that were up- and down-regulated in response to sleep loss substantiated that glycolysis (FDR-corrected, P < 10^{-5}) was among the most significantly down-regulated pathways in skeletal muscle (Fig. 3A and table S5, A and B); this was further supported by independent validation of down-regulated PFK1 and other glycolytic targets [Western blot for PFK1: P = 0.009 and quantitative polymerase chain reaction (qPCR) analyses; Fig. 3, B and C].

Our mass spectrometry data instead indicated that levels of proteins involved in mitochondrial energy metabolism were up-regulated in skeletal muscle after our intervention, further suggesting a shift in metabolic fuel utilization toward non-glycolytic oxidation after a night of sleep loss (Table 1A). Given that components of oxidative phosphorylation exhibit circadian rhythms (17), this finding may represent a circadian phase misalignment compared with the aforementioned transcriptomic changes. However, no differences were found in Western blot analyses of the major mitochondrial complexes, suggesting a subtle impact on overall mitochondrial function after acute sleep loss (fig. S2, A and B).

To quantify whether the shift in glycolytic protein levels correlated with altered systemic insulin sensitivity, we assessed fasting and post-prandial systemic insulin sensitivity in our participants in samples obtained on the same day as the biopsies and found increased morning fasting insulin resistance after sleep loss (P = 0.006; fig. S2, C and D). A subsequent OGTT revealed significantly higher postprandial levels of glucose, but not of insulin, following sleep loss, and postprandial insulin sensitivity was reduced by ~15% (P = 0.033; fig. S2, D and E). Together with unaltered fasting and postprandial insulin levels, this suggests that the decreased postprandial insulin sensitivity after sleep loss was primarily driven by altered glucose handling in peripheral tissues, possibly primarily in skeletal muscle.

Our mass spectrometry analysis also revealed decreased levels of several structural proteins in skeletal muscle, such as myosin-1 (encoding myosin light chain IIX) and troponin C, following sleep loss (Table 1B). This provides molecular support for earlier indirect evidence that sleep loss enhances skeletal muscle catabolism, especially of fast (type II) fibers (that express myosin light chain IIX) (9, 10, 12). Catabolic stress can up-regulate levels of heat shock proteins (HSPs), in part to protect against muscle breakdown (39, 40). Our mass spectrometry analysis of skeletal muscle demonstrated increased levels of HSP beta-6 and HSP 90-beta after sleep loss (Table 1A), indicating that sleep loss acts as a cellular catabolic stressor in skeletal muscle. Levels of HSF1 were instead down-regulated at the mRNA level in our skeletal muscle transcriptomic data (table S3B), consistent with negative feedback due to the up-regulation of HSP protein levels. Mechanistically, HSP 90-beta stabilizes, for example, glucocorticoid receptors (41), and glucocorticoids have been implicated in skeletal muscle atrophy in, for example, starvation and diabetes, particularly affecting fast type II fibers (42). Suggesting
Table 1. Proteins with significantly changed abundance in skeletal muscle and adipose tissue in response to acute sleep loss in humans. Proteins (A) up-regulated and (B) down-regulated in skeletal muscle (vastus lateralis muscle) and up-regulated in (C) subcutaneous adipose tissue in response to sleep loss compared with normal sleep. No proteins were found to be down-regulated in subcutaneous adipose tissue. Protein IDs shown are limited to 3.

<table>
<thead>
<tr>
<th>Protein IDs</th>
<th>Protein names (gene name in parentheses)</th>
<th>Log2 ratio (sleep loss/sleep)</th>
<th>SEM</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>O14558</td>
<td>Heat shock protein beta-6 (HSPB6)</td>
<td>0.33</td>
<td>0.43</td>
<td>0.012</td>
</tr>
<tr>
<td>P07195</td>
<td>L-Lactate dehydrogenase B chain; l-lactate dehydrogenase (LDHB)</td>
<td>0.37</td>
<td>0.51</td>
<td>0.017</td>
</tr>
<tr>
<td>P08238</td>
<td>Heat shock protein HSP 90-beta (HSP90AB1)</td>
<td>0.12</td>
<td>0.16</td>
<td>0.018</td>
</tr>
<tr>
<td>P35609; P35609-2</td>
<td>Alpha-actinin-2 (ACTN2)</td>
<td>0.09</td>
<td>0.13</td>
<td>0.033</td>
</tr>
<tr>
<td>Q2TB4A0; Q2TB4A0-2</td>
<td>Kelch-like protein 40 (KLHL40)</td>
<td>0.38</td>
<td>0.55</td>
<td>0.035</td>
</tr>
<tr>
<td>Q9G2V1</td>
<td>Ankyrin repeat domain-containing protein 2 (ANKRD2)</td>
<td>0.44</td>
<td>0.72</td>
<td>0.038</td>
</tr>
<tr>
<td>Q5XKP0</td>
<td>Protein QIL1 (QIL1)</td>
<td>0.22</td>
<td>0.26</td>
<td>0.040</td>
</tr>
<tr>
<td>Q9JR7; P99999</td>
<td>Cytochrome c (CYCS)</td>
<td>0.21</td>
<td>0.32</td>
<td>0.042</td>
</tr>
<tr>
<td>O14949</td>
<td>Cytochrome b-c1 complex subunit 8 (UQCRQ)</td>
<td>0.23</td>
<td>0.37</td>
<td>0.049</td>
</tr>
<tr>
<td>O00757</td>
<td>Fructose-1.6-bisphosphatase isozyme 2 (FBP2)</td>
<td>−0.27</td>
<td>0.28</td>
<td>0.003</td>
</tr>
<tr>
<td>Q9NR12-6</td>
<td>PDZ and LIM domain protein 7 (PDLIM7)</td>
<td>−0.31</td>
<td>0.35</td>
<td>0.005</td>
</tr>
<tr>
<td>P00558; P00558-2</td>
<td>Phosphoglycerate kinase 1 (PGK1)</td>
<td>−0.22</td>
<td>0.22</td>
<td>0.006</td>
</tr>
<tr>
<td>Q9UKS6</td>
<td>Protein kinase C and casein kinase substrate in neurons protein 3 (PACSIN3)</td>
<td>−0.18</td>
<td>0.19</td>
<td>0.011</td>
</tr>
<tr>
<td>P02585</td>
<td>Troponin C, skeletal muscle (TNNC2)</td>
<td>−0.27</td>
<td>0.32</td>
<td>0.012</td>
</tr>
<tr>
<td>P14543-2; P14543</td>
<td>Nidogen-1 (NID1)</td>
<td>−0.31</td>
<td>0.35</td>
<td>0.013</td>
</tr>
<tr>
<td>P14618-2</td>
<td>Pyruvate kinase (PKM)</td>
<td>−0.21</td>
<td>0.26</td>
<td>0.015</td>
</tr>
<tr>
<td>Q08043</td>
<td>Alpha-actinin-3 (ACTN3)</td>
<td>−0.40</td>
<td>0.47</td>
<td>0.017</td>
</tr>
<tr>
<td>Q5T7C4; Q5T7C6; P09429</td>
<td>High mobility group protein B1 (HMGFB1)</td>
<td>−0.19</td>
<td>0.23</td>
<td>0.019</td>
</tr>
<tr>
<td>Q8N142; Q8N142-2</td>
<td>Adenylosuccinate synthetase isozyme 1 (ADSSLI1)</td>
<td>−0.14</td>
<td>0.20</td>
<td>0.022</td>
</tr>
<tr>
<td>P61586; Q5JR08; P08134</td>
<td>Transforming protein RhoA; Rho-related guanosine 5'-triphosphate-binding protein RhoC (RHOA; RHOC)</td>
<td>−0.17</td>
<td>0.22</td>
<td>0.024</td>
</tr>
<tr>
<td>P55786; P55786-2</td>
<td>Puromycin-sensitive aminopeptidase (NPEPS)</td>
<td>−0.08</td>
<td>0.11</td>
<td>0.026</td>
</tr>
<tr>
<td>P14324</td>
<td>Myosin-binding protein C, fast-type (MYBPC2)</td>
<td>−0.57</td>
<td>0.56</td>
<td>0.026</td>
</tr>
<tr>
<td>P04075</td>
<td>Fructose-bisphosphate aldolase A; Fructose-bisphosphate aldolase (ALDOA)</td>
<td>−0.14</td>
<td>0.20</td>
<td>0.027</td>
</tr>
<tr>
<td>P50995-2; P50995-2</td>
<td>Annexin A11 (ANXA11)</td>
<td>−0.33</td>
<td>0.28</td>
<td>0.028</td>
</tr>
<tr>
<td>P62942; Q5W0X3</td>
<td>Peptidyl-prolyl cis-trans isomerase FKBP1A; peptidyl-prolyl cis-trans isomerase (FKBP1A; FKBP12-Exip2)</td>
<td>−0.12</td>
<td>0.17</td>
<td>0.030</td>
</tr>
<tr>
<td>P17612; P17612-2; P22694-4</td>
<td>cAMP-dependent protein kinase catalytic subunit alpha; cAMP-dependent protein kinase catalytic subunit beta (PRKACA; PRKACB; KIN27)</td>
<td>−0.13</td>
<td>0.19</td>
<td>0.032</td>
</tr>
<tr>
<td>P00338; P00338-3; P00338-4</td>
<td>L-Lactate dehydrogenase A chain (LDHA)</td>
<td>−0.21</td>
<td>0.31</td>
<td>0.036</td>
</tr>
<tr>
<td>P07108; P07108-3; P07108-2</td>
<td>Acyl-CoA-binding protein (DBB)</td>
<td>−0.17</td>
<td>0.26</td>
<td>0.037</td>
</tr>
<tr>
<td>P12882</td>
<td>Myosin-1 (MYH1)</td>
<td>−0.93</td>
<td>1.38</td>
<td>0.038</td>
</tr>
<tr>
<td>P08237; P08237-3; P08237-2</td>
<td>6-Phosphofructokinase, muscle type (PFKM)</td>
<td>−0.16</td>
<td>0.26</td>
<td>0.040</td>
</tr>
</tbody>
</table>

continued on next page
that glucocorticoids may be involved in acute catabolic effects on skeletal muscle following sleep loss, we observed significantly elevated cortisol levels during our morning blood sampling interval (analysis of variance [ANOVA] wake and time effects: \( P = 0.029 \) and \( P = 0.003 \), respectively; fig. S2F).

To investigate whether adipose tissue also exhibits signs of altered metabolic fuel utilization in response to sleep loss, we also carried out analyses of the absolute (obtained at the same time as the skeletal muscle biopsies). In an analysis of metabolic fuel utilization in response to sleep loss, we also carried out mass spectrometry to identify the delay between changes in gene versus protein expression following sleep loss.

Of the 1358 identified proteins or protein groups identified in adipose tissue, we found 3 significantly up-regulated proteins but no down-regulated proteins after sleep loss compared with sleep (Table 1C). Specifically, levels of PGK1 were significantly increased at the protein level compared with mRNA transcript levels overall correlated positively with protein levels in both adipose tissue (Spearman \( r_s = 0.29 \)) and skeletal muscle (Spearman \( r_s = 0.55 \); fig. S3, A and B). However, no correlations were observed when sleep loss-induced changes in mRNA transcript levels were compared with the corresponding changes in protein levels (adipose tissue, Spearman \( r_s = 0.09 \); skeletal muscle, Spearman \( r_s = 0.08 \); fig. S3, C and D), which could be due to a lack of temporally separated biopsies required to identify the delay between changes in gene versus protein expression following sleep loss.

### C. Up-regulated proteins in subcutaneous adipose tissue

<table>
<thead>
<tr>
<th>Protein IDs</th>
<th>Protein names (gene name in parentheses)</th>
<th>Log2 ratio (sleep loss/sleep)</th>
<th>SEM</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P09211</td>
<td>Glutathione S-transferase (GSTM)</td>
<td>0.23</td>
<td>0.06</td>
<td>0.004</td>
</tr>
<tr>
<td>P02798</td>
<td>Lactotransferrin (LTF)</td>
<td>0.23</td>
<td>0.06</td>
<td>0.004</td>
</tr>
<tr>
<td>P00558; P00558-2</td>
<td>Phosphoglycerate kinase 1 (PGK1)</td>
<td>0.23</td>
<td>0.08</td>
<td>0.011</td>
</tr>
</tbody>
</table>

### Table 1 and table S5

1C). Specifically, levels of PGK1 were significantly increased at the protein and mRNA level (Fig. 3D and Table 1C) and, thus, consistent with the observed up-regulation (KEGG-based) of the glycolysis pathway in our concurrent transcriptomic data set of adipose tissue (Fig. 2D). This provides further evidence that at least metabolic pathways are altered in a directionality opposite to those observed in skeletal muscle, in response to sleep loss. Enhanced glycolysis in adipose tissue could possibly be indicative of increased triglyceride synthesis, a process for which glycolysis can enable greater availability of glycerol as the triglyceride backbone.

Our proteomics data further indicated that protein levels of glutathione S-transferase (GSTM) and lactotransferrin increased in subcutaneous adipose tissue following sleep loss. These proteins have
been linked not only to adipogenesis and adipocyte differentiation (44, 45) but also to protection from oxidative stress in adipose tissue (46). Altered expression of GSTP in adipose tissue has been associated specifically with insulin resistance and obesity, also in humans (47). Collectively, our findings indicate that subcutaneous adipose tissue exhibits a state promoting increased glucose utilization and triglyceride breakdown, possibly to increase amino acid efflux to the liver for glucose transporter 4 (GLUT4), pyruvate dehydrogenase kinase isozyme 4 (PDK4), peroxisome proliferator–activated receptor delta (PPARD)/gamma (PPARG); s, sleep; w, wake (sleep loss). *P < 0.05 and **P < 0.01; two-sided t tests.

Evidence for muscle-specific alterations in the core circadian clock after acute sleep loss

The core molecular clock—specifically through the component BMAL1—affects metabolic fuel utilization in the liver and skeletal muscle in mice (19–21), and several glycolytic genes exhibit circadian expression patterns (17, 19). As we have previously demonstrated, tissue-specific changes in DNA methylation and transcription that are indicative of circadian misalignment occur following one night of sleep loss in humans (23). Herein, we found that protein levels of the core clock component BMAL1 were significantly higher in skeletal muscle (P = 0.017) but were unaltered in adipose tissue (P = 0.51) in response to sleep loss (Fig. 4, A to C). Furthermore, for several clock genes, fold changes at the descriptive transcriptomic level were opposite in skeletal muscle versus adipose tissue (these, however, did not survive FDR correction), providing further preliminary support for tissue-specific circadian misalignment after sleep loss in humans (Fig. 4D).

Notably, in our skeletal muscle RNA-seq data set, the clock gene–regulated (19, 48) and substrate-determining gene PDK4 was the most up-regulated transcript following sleep loss (table S3A; also confirmed by qPCR, Fig. 4E). Mechanistically, PDK4 directs glucose utilization away from glycolysis toward beta oxidation: Fasting glucose is thus reduced in mice lacking the Pdk4 gene (49), whereas PDK4 expression is increased in states of insulin resistance and in mouse models of type 2 diabetes (50, 51). Our RNA-seq in skeletal muscle also revealed up-regulation of PFKFB3, which is also involved in regulation of glucose metabolism in skeletal muscle. Across time course transcriptomic data sets in murine skeletal muscle, PDK4 and PFKFB3 have been found to be among the top five most highly regulated transcripts by the circadian clock and are also among the only transcripts associated with metabolism that show a high circadian amplitude in skeletal muscle (19). Altogether, these findings hint at the potential involvement of the molecular circadian clock in dysregulation of glucose metabolism in skeletal muscle following acute sleep loss.

In contrast to PDK4, qPCR-assessed levels of PPARD, which can regulate PDK4 expression, and the glucose transporter GLUT4 (also

![Fig. 4. Acute sleep loss induces tissue-specific changes in clock genes and downstream pathways in healthy young men.](image-url)

Representative blots for protein abundance of BMAL1 in (A) skeletal muscle (VLM; P = 0.017; showing 8 representative pairs out of a total of 13 analyzed pairs) and in (B) SAT (P = 0.51; 6 representative pairs out of 11 analyzed pairs shown), (C) with quantification, after a night of sleep (s) and a night of sleep loss (wake or w). Western blots were normalized to loading control (see fig. S4, A and C; expression shown relative to controls that were set to 1). (D) Transcriptomic changes in core circadian clock genes, with log2 fold change for each of the investigated tissues (VLM and SAT, n = 15 pairs for each tissue), after sleep loss (wake) compared with after normal sleep (all FDR > 0.05). (E and F) Relative gene expression of targeted genes based on qPCR (PDK4; P = 0.007; all other P > 0.10, n = 15 pairs for each tissue). BMAL1, brain and muscle Arnt-like protein-1; GLUT4, glucose transporter 4; PDK4, pyruvate dehydrogenase kinase isozyme 4; PPARD/PPARG, peroxisome proliferator–activated receptor delta (PPARδ)/gamma (PPARγ); s, sleep; w, wake (sleep loss). *P < 0.05 and **P < 0.01; two-sided t tests.
assessed at the protein level) were unaltered in skeletal muscle after sleep loss (Fig. 4E and fig. S3E), suggesting that other components that are regulated by the circadian clock in animal models and human myotubes (18, 19, 48) are at least not as acutely affected in skeletal muscle by sleep loss in humans. Corresponding analyses in subcutaneous adipose tissue, that is, overall RNA-seq, as well as qPCR of PDK4, PPARG (the corresponding major isoform of PPARD in adipose tissue) (Fig. 4F), and GLUT4 (qPCR and protein level), demonstrated no similar changes in the morning after sleep loss (Fig. 4F and fig. S3, F and G).

Metabolomic changes indicate altered metabolic substrate utilization following acute sleep loss
To assess whether the transcriptomic and proteomic changes due to acute sleep loss are reflected in altered metabolic flux, we also carried out metabolomic analyses by gas chromatography coupled to mass spectrometry (GCMS) in the previously analyzed skeletal muscle, subcutaneous adipose tissue, and venous blood samples, to also allow us to assess how tissue-specific changes were reflected by systemic changes.

Fasting compared with post-OGTT blood sampling demonstrated that most serum metabolites changed significantly in response to an OGTT (ANCOVA time effect) following both sleep loss and sleep (table S6A). Further suggesting that sleep loss alters amino acid metabolism, possibly to promote skeletal muscle protein breakdown, we observed decreased fasting serum levels of several (some essential) amino acids such as arginine, asparagine, and threonine (table S6B) as well as lower levels of glycine in skeletal muscle (table S6C). Levels of glutamic acid and aspartic acid were instead significantly increased in subcutaneous adipose tissue (table S6D). In both the fasting and post-OGTT state, serum levels of ornithine and urea were decreased, coupled with trends for lower levels of muscle urea and post-OGTT serum uric acid (table S6, B and C). Together with altered levels of structural muscle proteins, these changes support the notion that sleep loss promotes skeletal muscle breakdown by increasing amino acid flux.

In adipose tissue, we observed increased levels of both malic acid and glyceric acid–3-phosphate in response to sleep loss compared with sleep (table S6D), possibly indicative of increased fatty acid synthesis via glycerol synthesis (52). Levels of the ketone 3-hydroxybutyric acid were significantly increased in subcutaneous adipose following sleep loss, supported by a similar directionality for ketone bodies in serum (\(r_s = 0.703, P = 0.007\)) and a decrease in levels of the ketogenic amino acid threonine in skeletal muscle (\(P = 0.051\)) and fasting blood serum (table S6, B and C). We also observed lower fasting serum levels of 1,5-anhydro-D-glucitol (table S6B), a marker that decreases in response to hyperglycemia in, for example, diabetes, altogether further arguing for impaired glucose handling and altered metabolic substrate utilization after sleep loss.

Through hierarchical clustering, we found tissue-specific changes in shared metabolite levels in skeletal muscle and adipose tissue to be reflected by overlapping changes in blood serum in the fasting state in response to sleep loss (Fig. 5A). Shared overall changes in metabolite levels were significant at the correlation level between skeletal muscle and serum (\(r = 0.606, P < 0.001\); fig. S3H), and a metabolite enrichment analysis combining data from serum and skeletal muscle indicated that changes in protein biosynthesis and in the urea cycle occurred following sleep loss (Fig. 5B). In contrast, correlations in GCMS-based metabolites following sleep loss in subcutaneous adipose tissue appeared to be reflected to a much lesser extent by serum (\(r_s = 0.023, P = 0.91\); fig. S3I). A subsequent pathway analysis in adipose tissue revealed significant changes in the malate-aspartate shuttle pathway in response to sleep loss (Fig. 5C), a pathway that can be used to produce NADH (reduced form of nicotinamide adenine dinucleotide) for glyceroneogenesis and lipid synthesis (43).

DISCUSSION
Shift work often entails overnight work, forgoing sleep and concomitantly incurring acute circadian misalignment, both of which are associated with a range of metabolic disruptions. Sleep loss can promote both catabolism (9, 12) and anabolism—for example, via increased risk of weight gain (2, 5)—yet few studies have focused on the underlying tissue-specific molecular responses to acute sleep loss. Here, by parallel sampling of skeletal muscle and adipose tissue, we provide insight into the tissue-specific mechanisms by which acute sleep loss affects key metabolic tissues in humans, demonstrating critical differences in how these tissues respond at a number of molecular levels to acute sleep loss. Our results indicate that sleep loss is associated with down-regulation of the glycolytic pathway in skeletal muscle, whereas this pathway instead is up-regulated in subcutaneous adipose tissue. Our analyses further suggest that these changes may be due to acute tissue-specific circadian misalignment and provide evidence that acute sleep loss may reprogram DNA methylation in adipose tissue to promote increased adiposity. Our observations indicate that levels of structural proteins in skeletal muscle decrease in response to sleep loss, contrasting with increased levels of proteins linked to adipogenesis in adipose tissue. These observations are thus the first to offer an explanation at the tissue level for two seemingly contrasting clinical phenotypes seen following experimental sleep loss in humans: gain of fat mass occurring concomitantly with loss of lean mass (10).

Our findings support the notion that curtailed sleep can promote a catabolic state in skeletal muscle. Recent studies have demonstrated that rats exposed to extended rapid eye movement sleep deprivation exhibit atrophy in glycolytic and mixed but not in oxidative muscles (13, 53). Notably, a similar down-regulation at the genetic transcript levels for fast muscle fibers is observed in isolated human myotubes when the circadian clock is genetically disrupted (18), possibly linking our alterations in structural muscle protein levels to our observed muscle-specific changes in BMAL1 protein levels. Together with increased levels of adipogenesis-promoting proteins and a DNA methylation profile that shares features of the obese state, these observations provide molecular-level observations for the altered body composition that was previously first observed by Nedeltcheva et al. (10) via whole-body dual-energy x-ray absorptiometry, in subjects exposed to several days of partial sleep loss compared with normal sleep. Metabolomic studies have also indicated that sleep loss promotes a catabolic state in blood and urine (9, 54), and two recent cohort studies of middle-age and older community-dwelling adults have indeed found insufficient sleep to be associated with lower skeletal muscle mass (11, 12). Increased catabolism in response to acute sleep loss may be driven by hormonal disruptions that regulate the anabolic versus catabolic state in skeletal muscle and adipose tissue. As found herein, acute sleep loss can increase levels of the catabolic hormone cortisol. Concomitantly, sleep loss can reduce testosterone levels (55) and abolish nocturnal growth hormone release, which normally occurs during slow-wave sleep (56).

In response to one night of sleep loss, we observed DNA methylation changes for genes that have previously been demonstrated to
be differentially methylated in adipose tissue of obese and type 2 diabetes patients, including several imprinted genes. Recent evidence suggests that differences in imprinted genes can distinguish obese from nonobese subjects (57), and hence, recurrent disruption of sleep and circadian rhythms may promote obesity development by reprogramming DNA methylation or other environmentally plastic epigenomic modifications in adipose tissue to favor adipogenesis and lipogenesis. The modulation and duration of these changes following additional stressful or protective stimuli such as shifts in diet and physical exercise remain to be determined.

It should furthermore be noted that the present study was a short-term acute intervention that was restricted to young male Caucasians,
with a limited number of analytical time points. Hence, it is presently unknown whether the observed tissue-specific changes in response to acute sleep loss also extend to, for example, different age groups, females, or other ethnicities. It is also not known whether the observed short-term effects might differ from the effects of chronic sleep restriction.

In summary, our results indicate that acute sleep loss results in a tissue-specific switch in metabolic fuel utilization, which may be associated with changes in the core circadian clock due to acute circadian misalignment. Furthermore, we find that sleep loss induces a molecular catabolic signature in skeletal muscle, mirrored by changes in blood, and that this contrasts with an adiposity-promoting molecular and DNA methylation signature in adipose tissue. These tissue-specific findings thus provide novel insight into why chronic sleep loss and circadian misalignment may promote adverse weight gain in humans.

MATERIALS AND METHODS

Experimental design

This was a randomized, two-session, within-subject crossover design study in which participants took part in two experimental conditions—acute sleep loss (that is, overnight wakefulness) versus sleep. Written informed consent was obtained from a total of 17 male Caucasian participants who were deemed eligible and, thus, were included in the study; out of these, 16 partook in both sessions. Fifteen participants successfully adhered to the sleep protocol of the study (one subject was unable to sleep during the sleep session). All participants received financial reimbursement for participating in the study.

Participants were screened by a medical doctor (J.C.) who assessed questionnaires about sleep and general health and recorded anthropomorphic data. Extreme morningness or eveningness was excluded with the morningness-eveningness questionnaire (see table S1), and only participants with normal self-reported sleeping habits (7 to 9 hours of sleep per night) and normal sleep quality (as assessed by the Pittsburgh Sleep Quality Index; score ≤5) were included in the study. All participants were of self-reported good health and were free from chronic medical conditions and chronic medications as assessed by a medical interview by J.C. No participant drank more than 5 U of alcohol on average per week, and all were nonsmokers. Participants were furthermore screened for normal blood cell counts and fasting glucose levels.

Before final participation, the participants underwent a separate electroencephalography (EEG)–monitored adaptation night, whereby they were habituated to the sleep environment. Participants also completed sleep, food, and activity diaries as part of their screening, as well as during the study; out of these, 16 partook in both sessions. Fifteen participants successfully adhered to the sleep protocol of the study (one subject was unable to sleep during the sleep session). All participants received financial reimbursement for participating in the study.

Participants were screened by a medical doctor (J.C.) who assessed questionnaires about sleep and general health and recorded anthropomorphic data. Extreme morningness or eveningness was excluded with the morningness-eveningness questionnaire (see table S1), and only participants with normal self-reported sleeping habits (7 to 9 hours of sleep per night) and normal sleep quality (as assessed by the Pittsburgh Sleep Quality Index; score ≤5) were included in the study. All participants were of self-reported good health and were free from chronic medical conditions and chronic medications as assessed by a medical interview by J.C. No participant drank more than 5 U of alcohol on average per week, and all were nonsmokers. Participants were furthermore screened for normal blood cell counts and fasting glucose levels.

Before final participation, the participants underwent a separate EEG–monitored adaptation night, whereby they were habituated to the sleep environment. Participants also completed sleep, food, and activity diaries as part of their screening, as well as during the week before each study session. There was no significant difference in the average nighttime, self-reported sleep duration in the week leading up to each intervention (8 hours 3 min ± 10 min for the wake condition versus 8 hours 7 min ± 10 min for the sleep condition; P = 0.71).

Study design and procedure

Two evenings before each session’s final experimental morning during which biopsies were collected, participants came to the laboratory (day 0), where they remained under constant supervision until the end of the experimental session (total time in the laboratory for each session, ~42 hours).

At 1930 h on the evening of day 0, participants were provided with a dinner that provided a third of their total daily energy requirement (the Harris–Benedict equation was factored 1.2 for light physical activity to calculate each individual’s daily energy requirements). All served meals were of low sugar and fat content. Furthermore, while meals varied between breakfast, lunch, and dinner, meals were isocaloric and identical for a given recurring time point (that is, breakfast, lunch, and dinner), and meals were kept identical between sessions (that is, sleep loss and normal sleep).

During the first (baseline) night in each condition, participants had an 8.5-hour-long sleep opportunity (2230 to 0700 h); baseline sleep characteristics were typical for laboratory conditions and were not significantly different between the two conditions (P = 0.21 for total sleep duration). The following day, the participants were provided three isocaloric meals—each had to be consumed within 20 min after being served—and participants were taken on two standardized and supervised 15-min long walks.

Throughout each session, participants were restricted to their rooms but were free to engage in sedentary-level activities and were instructed not to exert themselves physically in any way. Participants were further blinded to the experimental condition (sleep or sleep loss) during the second night, until 90 min in advance of the intervention onset at 2230 h, and the nighttime intervention lasted until 0700 h the following morning. Under the sleep loss (overnight wakefulness) condition, room lights were kept on (250 to 300 lux at eye level) and participants were confined to their beds from 2230 to 0700 h to approximate sleep-like activity levels, while continuing to be constantly monitored to ensure complete wakefulness. Every 2 hours, participants were provided with water (1.5 dl; with the possibility to obtain more if requested) to avoid dehydration throughout the nocturnal wakefulness; however, no food intake was allowed. Room lights were kept off during the nighttime intervention in the sleep condition, and EEG, electrooculography, and electromyography were used to record sleep with Embla A10 recorders (Flaga hf, Reykjavik). For sleep stage assessment, standard criteria were used by a scorer blinded to the study hypothesis (58). Before biopsy collection in the morning after sleep or sleep loss, participants completed a short computer task to assess cognitive function, the results of which have been previously published (59).

Participants continued to be closely monitored and were instructed to remain sedentary throughout the intervention morning following sleep or sleep loss and were not allowed to support their body weight using their legs, but rather to primarily recline with leg support. Biopsies were collected after an initial blood sample in the fasting state. The subcutaneous adipose tissue biopsy collection preceded the muscle biopsy collection; the timing of each type of biopsy collection was kept the same for each participant for both sessions (±15 min). Subcutaneous adipose tissue and skeletal muscle were collected from the left or right subcutaneous fat and vastus lateralis muscle, respectively, in a randomized counterbalanced order for the first session. During the second session, the biopsies were obtained from the contralateral side of the abdomen and leg. For the subcutaneous adipose tissue biopsy, the skin of the left or right umbilical region was first anesthetized using lidocaine (10 mg/ml) without epinephrine. A millimeter-large incision was made through the skin, after which a large-caliber needle (14 gauge) was used to collect subcutaneous fat [as described in (23)]. For the skeletal muscle biopsy, the skin and fascia overlying the left or right vastus lateralis was anesthetized, and a conchotome was used to obtain skeletal muscle biopsies (23). Collected subcutaneous adipose tissue and skeletal muscle samples were quickly washed in phosphate-buffered saline to remove visible blood and connective tissue before snap-freezing the samples in liquid nitrogen. All biopsy specimens were thereafter stored at −80°C.

After biopsy sampling, participants underwent an OGTT before leaving the facility. Before the OGTT, fasting blood samples were
obtained around 1030 h using an indwelling venous catheter. Participants then consumed a glucose solution (75 g of glucose in 300 ml of water) within 2 min. To ensure equal initial physiological distribution of the consumed OGTT solution, participants were instructed to lie on their right side for the next 5 min and were not allowed to walk around until after the final post-OGTT blood sample had been collected. Additional blood samples were obtained 30, 60, 90, and 120 min after having consumed the solution.

To ensure full recovery following each session, at least 4 weeks elapsed between the two different sessions (sleep loss versus normal sleep) that the 15 included subjects participated in. The study was approved by the Ethical Review Board in Uppsala (EPN 2012/477/1) and was conducted in accordance with the Helsinki Declaration.

Genomic and molecular analyses
More detailed descriptions of genomic and molecular analyses are provided in the Supplementary Materials. For all biochemical runs and tissue extractions, as well as for all subsequent runs (for example, for DNA/RNA extractions, mass spectrometry, and GCMS), samples from both conditions (sleep loss and sleep) were always extracted in the same batch for a given individual to avoid interbatch effects.

Genome-wide DNA methylation
For genome-wide DNA methylation analysis, the samples were analyzed via Uppsala SciLifeLab core facility services (Uppsala). The HumanMethylation450 BeadChip (Illumina; examines 485,764 CpG dinucleotides) was run, and changes in DNA methylation levels were assessed using differences in mean beta values (range, 0 to 1 corresponding to 0 to 100% methylation) for the sleep loss (overnight wakefulness) versus sleep condition (wake-sleep). P values are presented as FDR-corrected (Benjamini-Hochberg-adjusted). All processing and statistical analyses of the DNA methylation 450K BeadChip data were carried out using the statistical software R (version 3.1.1; www.r-project.org), with software and statistical packages detailed in the Supplementary Materials.

qPCR and RNA-sequencing
Applied Biosystem’s 7500 Fast Real-Time PCR System (Applied Biosystems) was used to analyze gene expression by qPCR of the collected skeletal muscle and adipose tissue biopsies, and RNA-seq analysis was carried out for genome-wide analysis of transcription. The TruSeq stranded total RNA library preparation kit with Ribo-Zero Gold treatment (Illumina) was used to prepare libraries for sequencing. FastQ files generated from RNA-seq were run through the RNA-seq pipeline [National Genomics Infrastructure (NGI) Sweden; https://github.com/ewels/NGI-RNAseq] for basic processing of RNA-seq data, as detailed in the Supplementary Materials. Data from adipose tissue were analyzed separately. Following initial read count analysis with featureCounts, the R packages edgeR and GAGE (Generally Applicable Gene-set Enrichment) were used for differential gene expression and GSEA, respectively (see Supplementary Materials).

Mass spectrometry–based protein quantification
For label-free quantification of relative protein expression in skeletal muscle and adipose tissue samples, protein identification was performed following mass spectrometry analysis against a FASTA database, which contained proteins from Homo sapiens extracted from the UniProtKB/Swiss-Prot database (December 2014). A decoy search database including common contaminants and a reverse database were used to estimate the identification FDR. The search parameters included the following: maximum 10 parts per million and 0.6-Da error tolerances for the survey scan and tandem mass spectrometry analysis, respectively; enzyme specificity was trypsin; maximum one missed cleavage site allowed; cysteine carbamidomethylation was set as static modification; and oxidation (M) was set as variable modification. A total label-free intensity analysis was performed for each individual sample, followed by bioinformatic analyses of the generated results. Proteins that were present in at least 12 of the 15 subject pairs for each tissue type were included in the subsequent analyses of group-level expression level differences. For each protein, a log2 ratio between the sample obtained after sleep loss and the sample obtained after normal sleep was calculated for the individual participants, followed by one-sample Student’s t test.

Western blot
Aliquots of the skeletal muscle biopsies (20 to 30 mg) were freeze-dried, followed by microscopy-assisted fine dissection to remove any visible blood and connective tissue. The aliquots were homogenized in homogenization buffer [500 μl of ice-cold buffer, containing 2.7 mM KCl, 1 mM MgCl2, 137 mM NaCl, 20 mM tris (pH 7.8), 1 mM EDTA, 10 mM NaF, 5 mM Na pyrophosphate, 10% (v/v) glycerol, 1% Triton X-100, 0.2 mM phenylmethylsulfonyl fluoride, 0.5 mM Na3VO4, and protease inhibitor cocktail; Set I, 1×; Calbiochem, EMD Biosciences]. Samples were then rotated at 4°C for 1 hour, followed by centrifugation at 12,000g for 10 min, both at 4°C.

For the adipose tissue, the aliquoted (20 to 35 mg) biopsies were first ground in liquid nitrogen to a fine powder using a mortar and pestle, after which the samples were immersed in roughly 400 μl of homogenization buffer. The samples were then rapidly homogenized using a motor-driven pestle while maintained on ice and were centrifuged at 12,000g for 10 min at 4°C. Following centrifugation, insoluble material was removed from processed muscle and adipose tissue protein lysates, and protein concentration for each sample was determined with duplicate samples run with the Bradford Protein Assay Kit (Thermo Scientific).

Protein aliquots were suspended in equal amounts in Laemmli sample buffer, followed by SDS–polyacrylamide gel electrophoresis separation using precast gels (Criterion XT; Bio-Rad). Following protein separation, proteins were transferred to polyvinylidene difluoride membranes and Ponceau staining was used to verify equal protein loading. Protein extraction was unsuccessful for two muscle samples (from two separate individuals). Therefore, these two subjects were not included in Western blot analyses, yielding a total of 13 paired skeletal muscle samples used for Western blot analysis. Subcutaneous adipose tissue samples were prepared and run similarly to the muscle samples but on separate gels. Because of the low starting material, a total of 11 paired subcutaneous adipose tissue protein samples (that is, including both the sleep loss and sleep condition biopsy samples from a given subject) were available for Western blot analysis. Furthermore, because of the low total protein content, we were unable to further validate the mass spectrometry proteomic hits in adipose tissue protein lysates with immunoblotting.

Following loading verification, transferred membranes were blocked with 5% nonfat dry milk for 90 min at room temperature. Skeletal muscle and subcutaneous adipose tissue membranes were then incubated overnight at 4°C with primary antibodies against BMAL1 (1:2000; Santa Cruz Biotechnology), GLUT4 (1:1000; 07-741, Millipore), mitochondrial complexes I-V (1:1000; ab110411, Abcam), and phosphofructokinase 1 (PFK1; 1:1000; sc-67028, Santa Cruz Biotechnology). After Western blotting, membranes were washed and incubated with secondary antibodies (1:10000; Jackson ImmunoResearch) followed by visualization under UV illumination.
repeated washing in Tris Buffered Saline, with Tween 20 (TBST), the membranes were incubated with appropriate secondary antibodies (anti-goat, anti-mouse, or anti-rabbit) for 60 min. Enhanced chemiluminescence (Amersham) was used to visualize detected proteins.

Quantification of protein densitometry was done with the software Fiji/ImageJ (v2.0.0) (60); normalization of protein content was done to Ponceau staining to normalize to total protein content and avoid bias from variation in housekeeping protein (for example, due to circadian variation) content in individual samples (61). Because the number of analyzed samples per tissue exceeded the amount permitted by a single gel, protein quantification for each tissue was done by running two gels, which together contained all samples for each tissue at the same time. Samples from both conditions (that is, the wake and sleep samples) from each individual were always run together on the same gel, but to account for possible intergel variation, ratios (sleep loss/sleep) were calculated for each subject and assessed using one-sample t tests.

Metabolomic analyses

For metabolite analyses in sampled tissues and serum, following mass spectrometry and initial analysis (see Supplementary Materials), identified retention indices and mass spectra were compared with libraries of retention time indices and mass spectra to identify the extracted mass spectra. Compound identification was based on comparison with mass spectra libraries (in-house database) and the retention index. All metabolomic data were normalized to internal standards, and muscle and adipose tissue samples were also normalized to the mass of each individual sample, determined with 0.1-mg resolution in the frozen state. Metabolomic data were analyzed following log2 transformation with multivariate analysis of variance and principal component analysis. Correlational analyses of metabolomic data were carried out with the Morpheus tool (https://software.broadinstitute.org/morpheus/) using hierarchical clustering (1 – Pearson correlation) for both metabolites and subjects; pathway enrichment analyses were performed with MetaboAnalyst using pathway-associated metabolite sets (http://www.metaboanalyst.ca/). A total of 15 pairs of subcutaneous adipose tissue samples were included in the metabolomic analyses of sleep loss compared with normal sleep; however, because of two outlier samples for two separate subjects (>2 SDs for multiple metabolites), the metabolomic analysis in skeletal muscle included only 13 paired samples.

Serum insulin and cortisol values were analyzed with commercial enzyme-linked immunosorbent assay (ELISA) kits (Human Insulin ELISA, Mercodia AB, Uppsala; Cortisol Parameter Assay Kit, R&D Systems). Plasma glucose levels were analyzed with a chemistry analyzer (Architect C16000, Abbott Laboratories). Serum aliquots (100 μl) from the fasting pre-OGTT and 120-min post-OGTT were used for serum GCMS analyses as described above.

Statistics

Normally distributed data (Kolmogorov-Smirnov’s test, P > 0.05) were analyzed with paired Student t tests (qPCR data), one-sample t tests (Western blot data), or Pearson’s correlation; nonparametric variables were analyzed with the Wilcoxon signed-rank test or Spearman’s rank test. Repeatedly measured biochemical and metabolomic parameters were analyzed with ANOVA with the factors “wake” (reflecting sleep condition) and “time” (reflecting time point, that is, before and up until 120 min after the OGTT). ANOVA sphericity deviations were corrected with the Greenhouse–Geisser method; post hoc comparisons were carried out with the paired Student’s t test. For RNA-seq analyses, genes with >1 count per million in at least five samples were included in the analysis. For genome-wide DNA methylation and transcriptomic analyses, only hits with FDR < 0.05 were considered significantly different; in GSEA and classical pathway analysis, only gene sets with FDR < 0.05 were reported. Unless otherwise specified, values are reported as mean ± SEM and P values < 0.05 were considered significant. Biochemical and metabolomic data were analyzed with SPSS (v.23, SPSS Inc.). Additional details on statistical methods are described for individual methods in the Supplementary Materials.

SUPPLEMENTARY MATERIALS

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/4/8/eaar8590/DC1
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Prior alcohol use enhances vulnerability to compulsive cocaine self-administration by promoting degradation of HDAC4 and HDAC5

Edmund A. Griffin Jr.,1,2 Philippe A. Melas,3,4 Royce Zhou,1# Yang Li,1 Peter Mercado,1 Kimberly A. Kempadoo,3 Stacy Stephenson,1 Luca Colnaghi,3† Kathleen Taylor,1 Mei-Chen Hu,1 Eric R. Kandel,1,2,3,5,6‡ Denise B. Kandel1,2,7

Addiction to cocaine is commonly preceded by experiences with legal or decriminalized drugs, such as alcohol, nicotine, and marijuana. The biological mechanisms by which these gateway drugs contribute to cocaine addiction are only beginning to be understood. We report that in the rat, prior alcohol consumption results in enhanced addiction-like behavior to cocaine, including continued cocaine use despite aversive consequences. Conversely, prior cocaine use has no effect on alcohol preference. Long-term, but not short-term, alcohol consumption promotes proteasome-mediated degradation of the nuclear histone deacetylases HDAC4 and HDAC5 in the nucleus accumbens, a brain region critical for reward-based memory. Decreased nuclear HDAC activity results in global H3 acetylation, creating a permissive environment for cocaine-induced gene expression. We also find that selective degradation of HDAC4 and HDAC5, facilitated by the class II–specific HDAC inhibitor MC1568, enhances compulsive cocaine self-administration. These results parallel our previously reported findings that the gateway drug nicotine enhances the behavioral effects of cocaine via HDAC inhibition. Together, our findings suggest a shared mechanism of action for the gateway drugs alcohol and cocaine, and reveal a novel mechanism by which environmental factors may alter the epigenetic landscape of the reward system to increase vulnerability to cocaine addiction.

INTRODUCTION

Loss of control over drug use, typified by continued use despite aversive consequences, is a hallmark characteristic of cocaine addiction (1). The finding that only a small proportion (~21%) of cocaine users progress to compulsive use (2) highlights the importance of both genetic and environmental factors in conferring vulnerability to cocaine addiction. Prior use of either alcohol or nicotine ranks high among the environmental factors known to influence subsequent use of cocaine. Thus, in 2015, 91% of cocaine users, 18 to 49 years old, had first used alcohol before using cocaine and 5.1% had started both drugs at the same age; 85% had first used nicotine, and 5.8% had started both nicotine and cocaine at the same age (3). These behavioral regularities in drug involvement have given rise to the gateway hypothesis, which proposes that certain drugs, such as alcohol, nicotine, and marijuana, increase the risk of subsequently using other drugs, such as cocaine (4). However, the mechanisms by which these initial drug experiences increase vulnerability to cocaine use have only recently begun to be understood (5, 6).

Using a sequential drug administration paradigm that models the stages of drug abuse seen in human populations, we previously found that mice preexposed to nicotine show an enhanced response to the rewarding properties of cocaine (5). Nicotine primes the brain to cocaine-induced changes by modifying chromatin structure and enhancing cocaine-induced gene expression and long-term synaptic depression in the striatum. The reverse is not observed: Cocaine has no effect on nicotine-induced behavior or gene expression, supporting the hypothesis of a unidirectional progression of drug use (5). If the different gateway drugs operate through similar biological mechanisms in a rodent model, one would predict that alcohol, a gateway drug, would also potentiate the effects of cocaine. We therefore asked: Does prior alcohol use enhance the behavioral effects of cocaine in a rodent model of addiction and, if so, is the priming process of alcohol mediated by cellular and molecular mechanisms that are similar to those for nicotine? Moreover, is the effect of alcohol on cocaine consumption also unidirectional, as it is with nicotine?

To study the effects of alcohol on cocaine-related behaviors, we again used a sequential drug administration paradigm, with voluntary access to both alcohol and cocaine (Fig. 1A). In this paradigm, daily alcohol use (10% ethanol, 2 hours per day; see Fig. 1A and table S1) precedes the start of daily cocaine self-administration by 10 days. Because most drug users progress to illicit drug use by adding the illicit drug to their preexisting drug regimen (as opposed to switching) (4), daily alcohol use is continued throughout the duration of the cocaine self-administration paradigm. To avoid acute behavioral, metabolic, or pharmacokinetic interaction between alcohol and cocaine (7–11), we restricted access to alcohol and cocaine to different time periods during the dark (wake) cycle (Fig. 1A). We assessed the effect of prior alcohol exposure on three key indices of cocaine addiction observed in humans: (i) persistence of drug seeking in the absence of reward, (ii) motivation for drug use, and (iii) compulsivity. Conversely, we explored the directionality of drug action by reversing the sequence of drug exposure and testing the effect of prior cocaine self-administration on subsequent alcohol preference. Furthermore, to determine whether alcohol creates a permissive epigenetic environment for cocaine-induced gene expression, we used the same alcohol exposure paradigm (10% alcohol, 2 hours per day)
Fig. 1. Prior alcohol use enhances persistence, motivation, and compulsivity for cocaine self-administration. (A) Drug treatment paradigm to study alcohol and cocaine coadministration. Access to voluntary alcohol (10% alcohol, 2 hours per day) and voluntary cocaine (self-administration, 0.8 mg/kg per injection) was restricted to 3 p.m. to 5 p.m. and 11 a.m. to 2 p.m., respectively, to avoid metabolic interaction between the two drugs. (B) Alcohol self-administration. Animals in the alcohol-primed group began drinking alcohol on day 1 of the paradigm; animals in the alcohol-concurrent group began drinking on day 11. All groups start cocaine self-administration (0.8 mg/kg per infusion) on day 11. The average alcohol intake during the alcohol-priming period was 1 g/kg during the first 5 days, increasing to 1.2 g/kg during the second 5 days. Alcohol intake was similar in the alcohol-primed versus alcohol-concurrent groups from days 11 to 32 (two-way repeated-measures (RM) analysis of variance (ANOVA): Treatment group: F1,12 = 1.398, P = 0.26; Treatment day: F21,252 = 10.71, P < 0.0001; Interaction: F21,252 = 1.14, P = 0.303; n = 6 to 8 per group). (C) Prior exposure to alcohol does not affect the acquisition of lever pressing on an FR5 schedule of reinforcement. Animals were started on FR1 and gradually increased to FR3 (1 to 2 days) and then to FR5. Animals reached FR5 after 5.9, 6.2, and 6.6 days for water control, alcohol-primed, and alcohol-concurrent groups, respectively (one-way ANOVA: F2,21 = 0.63, P = 0.5425, not significant; n = 6 to 8 per group). (D) Prior alcohol exposure does not enhance lever pressing for cocaine reward (0.8 mg/kg per injection) during the maintenance phase of cocaine self-administration. The analysis showed no main effect for treatment group, treatment day, or an interaction between the two factors (two-way ANOVA: Group: F2,123 = 1.119, P = 0.3298, not significant; Treatment day: F6,123 = 1.44, P = 0.20, not significant; Interaction: F6,123 = 0.16, P = 0.9995, not significant). (E) Alcohol preexposure enhances persistence of cocaine seeking during unrewarded time-out sessions, averaged over the last 3 days of the maintenance phase (B) (one-way ANOVA: F2,123 = 3.66, P = 0.045; Tukey post hoc: P = 0.047, alcohol primed versus alcohol-naive; n = 6 to 8 per group). (F) Alcohol preexposure enhances motivation for cocaine self-administration in a progressive ratio schedule of reinforcement (one-way ANOVA:F2,20 = 6.45, P = 0.007; Tukey post hoc analysis: P < 0.01, control versus alcohol-primed; P < 0.01, concurrent versus alcohol-primed; n = 6 to 8 per group). (G) Alcohol preexposure enhances compulsive cocaine self-administration. Successive increases of the footshock intensity resulted in a decrease in lever pressing for all groups. Alcohol pretreated animals have significant resistance to footshock (two-way RM ANOVA: Group: F2,19 = 4.76, P = 0.02; Footshock: F3,27 = 67.94, P < 0.0001; Footshock × Group interaction: F6,57 = 1.829, P = 0.1095; n = 6 to 8 per group). The baseline number of cocaine infusions (at 0.0 mA) did not differ between groups (AN, 19.67 ± 2.10; AP, 19.7 ± 3.23; AC, 20.00 ± 2.46). (H) Alcohol preexposure does not alter shock-resistant lever pressing for sugar pellets in food-restricted animals (two-way RM ANOVA: Group: F1,9 = 0.003, P = 0.96, not significant; Footshock: F3,27 = 131.3, P < 0.0001; Footshock × Group interaction: F3,27 = 0.64, P = 0.59, not significant; n = 5 to 6 per group). Baseline amount of sugar pellet reward (at 0.0 mA) did not differ between groups (AN, 46.60 ± 3.3; AP, 49.33 ± 2.15). *P < 0.05. Data are means ± SEM.
to examine the epigenetic effects of daily alcohol use in the nucleus accumbens, a brain region critical for mediating cocaine addiction–like behaviors.

RESULTS

Prior alcohol use does not enhance acquisition or amount of cocaine self-administration

To distinguish the effects of alcohol preexposure from alcohol co-exposure, we compared the outcomes of cocaine self-administration in the alcohol-primed group ("AP"); Fig. 1A) with two control groups: (i) an alcohol-naive (AN) group that drank water instead of alcohol and (ii) an alcohol-concurrent (AC) group that started using alcohol and cocaine on the same day. Animals in the AP and AC groups did not differ in their daily alcohol intake patterns (Fig. 1B). Prior exposure to alcohol did not increase the daily intake of cocaine during the acquisition or maintenance phase of the sequential paradigm (fig. S1). Prior exposure to alcohol did not affect the acquisition rate (duration of time required to learn to lever press for cocaine injection on a fixed ratio of 5 (FR5)). We found that the animals learned to lever press on an FR5 schedule after 5.9, 6.2, and 6.6 days in the alcohol-naive, alcohol-primed, and alcohol-concurrent groups, respectively (Fig. 1C). Similarly, the groups did not differ in the average number of lever presses for cocaine during a 7-day maintenance phase (Fig. 1D). Overall, our behavioral findings on the effect of prior alcohol use on the early stages of cocaine self-administration (days 11 to 21; Fig. 1A) are consistent with the observations of Fredriksson et al. (12). Using a 12-day cocaine self-administration protocol, they reported no change in acquisition of cocaine self-administration in animals that had an extensive 7-week history of prior alcohol use.

Prior alcohol use enhances cocaine addiction–like behaviors

Cocaine addiction is characterized not only by the choice to self-administer cocaine but also by the complex behaviors that define addiction, such as increased motivation for the drug, persistence of drug seeking in the absence of reward, and continued drug use despite negative consequences. To determine whether animals with a history of prior alcohol use have enhanced cocaine addiction–like behaviors, we assayed these key behavioral indices using an approach modeled after Deroche-Gamonet et al. (13) and Belin et al. (14). To examine the persistence of cocaine seeking in the absence of reward, we measured the number of lever presses during “no drug periods” of daily cocaine self-administration (two 15-min intervals during which the levers are available but are not rewarded). Animals in the alcohol-naive group averaged 18 lever presses during the time-out periods. Animals in the alcohol-primed group had significantly enhanced persistence in comparison to alcohol-naive animals, averaging 58 lever presses. Animals in alcohol-cocaine concurrent control averaged 38 lever presses during the time-out period but were not significantly different from the alcohol-naive group (Fig. 1E).

We next measured motivation for cocaine self-administration on a progressive ratio schedule of reinforcement, where the animal was required to make increased number of lever presses to earn each subsequent intravenous cocaine reward (0.8 mg/kg per injection), until it reached the breakpoint where it ceased lever pressing (15). We found that alcohol-naive animals worked for cocaine until an average breakpoint of 310 lever presses, whereas alcohol-primed animals worked for cocaine until they reached an average breakpoint of 563 lever presses. Animals in the alcohol-concurrent group had an average breakpoint of 317 lever presses, similar to the alcohol-naive group (Fig. 1F).

One of the core characteristics of drug addiction in humans is compulsivity, as reflected in continued drug use despite negative consequences (13, 16). Prior studies have found that most rats stop self-administering cocaine when challenged with an aversive footshock 20 days after initiating cocaine self-administration (16). But when rats have had long-term exposure to cocaine (~60 days of daily cocaine self-administration), a subset of animals continue to seek and take cocaine despite an aversive footshock (13, 17). We reasoned that exposure to alcohol before cocaine would reveal a compulsive phenotype that would not otherwise occur in the absence of priming by alcohol.

To test for compulsive drug use, we introduced an aversive 2-s foot shock (0.1 to 0.3 mA) to the cocaine self-administration session, with an increase in shock intensity occurring every 40 min. We found that animals in the alcohol-naïve and alcohol-concurrent groups declined similarly, earning 73 and 76% of baseline reward at 0.1 mA, 39 and 31% of baseline reward at 0.2 mA, and 16 and 14% of baseline reward at 0.3 mA. By contrast, animals preexposed to alcohol were significantly more resistant to punishment, earning 90, 68, and 29% of baseline reward at 0.1, 0.2, and 0.3 mA of footshock, respectively (Fig. 1G).

Alcohol is a nonspecific and potent neurotoxin, and could decrease sensitivity to footshock by decreasing peripheral pain sensitivity or fear memory. We found, however, that alcohol use did not enhance compulsive lever pressing for sugar pellets in food-restricted animals (Fig. 1H). Thus, the priming effects of alcohol on cocaine compulsivity appear to be mediated by processes that do not generalize to natural rewards. Together, our results indicate that voluntary alcohol use increases vulnerability to cocaine by enhancing persistence of drug seeking, motivation, and continued use despite negative consequences.

Prior cocaine use decreases preference for alcohol

To determine whether prior exposure to cocaine enhances alcohol preference, we reversed the order of drug exposure so that cocaine self-administration preceded the start of voluntary alcohol use by 10 days (fig. S2A). Animals in the control group with no prior history of cocaine showed increasing preference for alcohol in a two-bottle free choice paradigm, whereas animals with a prior history of cocaine use actually had decreased alcohol intake and decreased preference for alcohol (fig. S2, B and C).

When we analyzed the daily alcohol intake of animals in our sequential alcohol-to-cocaine paradigm (Fig. 1B), we found that animals in the alcohol-primed group had a transient but significant decline in daily alcohol intake during the first 2 days of cocaine self-administration, and after reaching a nadir of alcohol intake, the animals required 4 to 5 days before reaching the prior baseline of daily alcohol intake of 1 to 1.2 g/kg per day (fig. S3). Animals that started alcohol self-administration concurrently with cocaine use also required 4 to 5 days before reaching a daily alcohol intake of 1 to 1.2 g/kg. This is much slower than cocaine-naïve animals that began drinking 1 g/kg by the second day of alcohol use (alcohol-primed group, days 1 to 5). These results suggest that cocaine use may decrease the preference for alcohol even without a priming period.

Our findings are consistent with previous reports that prior cocaine use does not enhance alcohol use in rats (18) and that, in mice, prior cocaine use results in decreased alcohol preference (19). Together, our findings are consistent with a unidirectional cross-sensitization as predicted by the gateway hypothesis: from alcohol to cocaine, but not from cocaine to alcohol.
Alcohol use creates a permissive epigenetic environment for cocaine-induced gene expression

To gain insight into the molecular mechanisms by which prior alcohol use potentiates the behavioral effects of cocaine self-administration, we examined the epigenetic effects of alcohol use in the nucleus accumbens, a brain region critical for addiction-related learning and memory. In our previous studies with nicotine, we found that nicotine inhibits histone deacetylase (HDAC) activity in the striatum. Inhibition of HDAC activity resulted in global histone acetylation and a permissive epigenetic environment for cocaine-induced gene expression (4). To determine whether alcohol exposure similarly primes the transcriptional response to cocaine, we allowed animals to drink alcohol for 10 days for 2-hour daily sessions and followed this with a single injection of cocaine (20 mg/kg intraperitoneally) 18 hours after the last alcohol ingestion (Fig. 2A). Accumulation of ΔFosB protein in the nucleus accumbens has been found to have a key role in enhancing cocaine self-administration (20), and is induced by cocaine under voluntary (self-administered) conditions as well as experimenter-administered conditions (21). We now asked: Does prior alcohol use enhance the cocaine-induced transcription of this key marker? We carried out quantitative polymerase chain reaction (PCR) using primers specific to the ΔFosB splice variant and found that alcohol preexposure significantly enhanced cocaine-induced expression of ΔFosB in the nucleus accumbens compared to alcohol-naïve animals that also received an injection of cocaine (Fig. 2B).

To determine whether alcohol facilitates acetylation locally at the FosB gene locus, we next performed chromatin immunoprecipitation (ChIP) in lysates of the nucleus accumbens of alcohol-treated animals. A search of the encyclopedia of DNA elements (ENCODE) revealed that acetylation of H3 lysine 27 (H3K27) in the first intronic region of FosB (the gene giving rise to the splice variant ΔFosB) may be a key epigenetic regulatory mark for this gene in several tissues, including brain (fig. S4) (22). We found that alcohol facilitated robust acetylation of H3K27 residues locally at the FosB gene—fourfold above the (water) control group (Fig. 2C). Because the level of global H3 acetylation in the nucleus accumbens has been found to be positively correlated with motivation for cocaine self-administration in rats [although no such effect has been observed for H4 acetylation (23)], we next immunoblotted total histone lysates and found that alcohol also increased global acetylation of H3K27 in the nucleus accumbens (Fig. 2D).

Alcohol use promotes decreased nuclear HDAC activity in the nucleus accumbens

To determine whether the local acetylation at the FosB locus and the global acetylation in the nucleus accumbens are due to changes in HDAC activity, we next tested the enzymatic HDAC activity in nuclear lysates of the nucleus accumbens of animals exposed to 10 days of daily alcohol use. Prior studies have found that the effects of alcohol on HDAC activity are dynamic and highly sensitive to both the acute exposure and abstinence stages of alcohol use (24). Therefore, we tested HDAC activity in nucleus accumbens lysates of animals sacrificed at sequential time points after the 10th daily 2-hour alcohol session (on day 10) (Fig. 3A). To determine whether the effects are specific to long-term alcohol exposure, we performed a similar analysis of nuclear HDAC activity in the nucleus accumbens of animals after only 2 days of alcohol exposure (Fig. 3B).

Ten days, but not 2 days, of alcohol use resulted in a significant decrease in HDAC activity in comparison to water control (Fig. 3, C and D). Ten days of alcohol use caused a progressive decrease in HDAC activity after the end of the alcohol drinking session (Fig. 3E). We observed no significant change in HDAC activity at the time of acute alcohol exposure (“time 0,” during which blood alcohol levels were 193 ± 43 μg/ml; see table S1) and a significant decrease in HDAC activity at time points during which no serum alcohol was detectable (18 and 22 hours; Fig. 3E and table S1).

In line with this decrease in HDAC activity, we also observed an increase in global H3K27 acetylation in the nucleus accumbens, starting at 12 hours after the last alcohol intake (Fig. 3F). Two days of alcohol use did not have a significant effect on H3K27 acetylation in the nucleus accumbens (Fig. 3G). The finding that short-term alcohol use does not affect HDAC activity or histone acetylation suggests that HDACs behave quite differently under short-term versus long-term exposure conditions, fostering a permissive epigenetic environment only after long-term exposure. Together with the findings observed in our earlier studies with nicotine, the present findings suggest that HDAC inhibition, global acetylation in the nucleus accumbens, and specific hyperacetylation of key genes in the nucleus accumbens may be general mechanisms of action for gateway drugs (5).

Fig. 2. Alcohol use creates a permissive epigenetic environment for cocaine-induced gene expression. (A) Diagram of sequential drug administration paradigm. Animals drank alcohol in a limited access paradigm (alcohol 10% (v/v); 2 hours per day; average intake, 1.1 ± 0.1 g/kg per day; n = 14) for 10 days. An acute cocaine injection (20 mg/kg intraperitoneally) was given 18 hours after the last alcohol ingestion to avoid pharmacokinetic interaction between alcohol and cocaine. (B) A single cocaine injection causes increased expression of the ΔFosB transcript in alcohol-naïve animals (one-way ANOVA: F 20.15, P < 0.0001; Sidak post hoc: water/saline-injected versus water/cocaine-injected, P < 0.05), whereas alcohol pretreated animals have significantly enhanced cocaine-induced ΔFosB induction (P < 0.05, alcohol/cocaine-injected versus water/cocaine-injected; P < 0.0001, alcohol/cocaine-injected versus water/saline-injected, alcohol/saline-injected; n = 6 to 7 per group). (C) ChIP experiment for acetylated histone H3K27 at the FosB region of interest shows increased acetylation in animals treated with 10% alcohol, 2 hours per day for 10 days (average intake, 1.1 ± 0.1 g/kg per day, n = 5, P < 0.01 versus water control, n = 3 to 5 per group). (D) Immunoblotting experiment for H3K27 acetylation in animals that drank for 10 consecutive days [10% (v/v) alcohol, 2 hours per day; average intake, 0.98 ± 0.12 g/kg per day; n = 5] and euthanized 18 hours after the last alcohol ingestion shows global increase in H3K27 acetylation in the nucleus accumbens (P < 0.05, 0 hours versus water control; n = 4 to 5 per group). P.O., per oral. **P < 0.05, ***P < 0.01, ****P < 0.0001. Data are means ± SEM.
Alcohol use decreases nuclear HDAC4 and HDAC5 levels in the nucleus accumbens

We next asked: Which specific HDACs are involved in alcohol-induced acetylation, and how are these inhibited by alcohol? Eleven HDACs have been identified in mammals. An extensive body of literature has demonstrated key roles of these enzymes in integrating a diverse array of molecular responses to stimulants such as cocaine (25, 26). We focused on the class IIa HDACs HDAC4 and HDAC5 because they have been previously implicated in regulating the behavioral effects of cocaine, including cocaine self-administration (23, 27, 28). The class II HDACs shuttle between the cytoplasm and nucleus in an activity-dependent manner (29, 30), and are heavily regulated by post-translational modifications such as phosphorylation, carbonylation, SUMOylation, and ubiquitination (31). Although the class II HDACs carry a mutation in their catalytic domains that render them inactive as deacetylases (32, 33), genetic and pharmacological knockdown of class II HDACs causes decreased HDAC activity (34) and global histone hyperacetylation and enhanced neuronal plasticity (35–37). Class II HDACs mediate histone acetylation by forming a multiprotein co-repressor complex that includes the class I HDAC, HDAC3 (38). HDAC3 is a potent deacetylase. Focal deletion of HDAC3 has been found to enhance long-term memory (39) and to facilitate conditioned place preference to cocaine (40). The catalytically inactive C terminus of HDAC4 is crucial for the recruitment and deacetylase activity of the multiprotein complex, which forms only in the nucleus of the cell. Thus, class II HDACs may function as activity-dependent scaffolds that target...
the co-repressor complex to specific promoters (38). HDAC4 has been found to be critical for activity-dependent regulation of H3K27 deacetylation in specific gene promoter regions such as BDNF (brain-derived neurotrophic factor) (41).

We first asked: Does either HDAC4 or HDAC5 interact with the FosB gene locus? To address this question, we performed ChIP experiments in the rat striatum with antibodies against HDAC4 and HDAC5 and found that HDAC4, but not HDAC5, interacted with the FosB locus (fig. S5A). This finding is consistent with that of Wang et al. (23), who reported that overexpression of HDAC4 in the nucleus accumbens resulted in a decreased expression of FosB. Having found that HDAC4 is present at the FosB gene locus, we next examined the specific regulation of HDAC4 by asking whether alcohol regulates acetylation at the FosB promoter by altering the subcellular localization of HDAC4 in the nucleus accumbens. Another class IIa HDAC, HDAC5, limits cocaine reward by shunting from the cytoplasm to the nucleus following acute exposure to cocaine (28). Although purified class II HDACs have weak deacetylase activity (32), Fischle et al. (38) found that, in vivo, nuclear HDAC4 (but not cytoplasmic HDAC4) exists in an enzymatically active multiprotein complex. To explore the effects of alcohol use on subcellular localization of HDAC4, we performed immunohistochemistry on striatal slices of animals exposed to alcohol for 10 days (fig. S5, B and C). We found that an acute exposure to alcohol (time 0) did not result in a significant change in HDAC4 subcellular localization compared to control animals. The HDAC4 stain completely and precisely overlaid the nuclear stain in 81% of nucleus accumbens cells in both the water control group and the acutely exposed alcohol group (time 0). By contrast, 18 hours after the last alcohol exposure on day 10 (when blood alcohol was not detectable; table S1), a significantly lower number of cells had HDAC4-positive nuclei, suggesting that HDAC4 accumulated less in the nucleus during the alcohol abstinence interval (fig. S5, B and C).

We next immunoblotted for HDAC4 in nuclear and cytoplasmic fractions of nucleus accumbens cells from animals sacrificed at four successive time points after the last alcohol ingestion (0, 12, 18, and 22 hours). Similar to immunohistochemical stains, we found that acute alcohol exposure (time 0) did not lead to a change in the nuclear accumulation of HDAC4, whereas the lack of alcohol resulted in a significant decrease in the nuclear accumulation of HDAC4 at 18 and 22 hours after the last alcohol ingestion (Fig. 4A). In parallel, we also performed immunoblotting studies of HDAC5 following a 10-day alcohol exposure, which revealed a similar decrease in nuclear accumulation 18 hours after the last alcohol ingestion (fig. S6B). Although HDAC4 may be a specific regulator of FosB, it is possible that other HDACs may be involved and may account for the changes that we observed in nuclear HDAC activity and global histone acetylation.

Decrease of nuclear HDAC4 is facilitated by proteasome-mediated degradation

Surprisingly, we found that alcohol-induced decrease of nuclear HDAC4 accumulation was not paralleled by a comparable increased accumulation in the cytoplasmic compartment, as might be expected for an enzyme that shuttles between the nucleus and the cytoplasm (Fig. 4, A and B). In addition, quantitative analysis of HDAC4 mRNA revealed no change at the level of transcription in response to alcohol exposure (Fig. 4C). These findings suggested that the observed decrease in nuclear HDAC4 accumulation might be due to the degradation in the nucleus, not to shuttling to the cytoplasm. Studies by Potthoff et al. (42) have demonstrated that the activity-dependent differentiation of mature skeletal muscle is mediated by selective proteasomal degradation of class IIA HDACs in the nucleus of muscle fibers. To test for this possibility, we placed in-dwelling cannulae into the nucleus accumbens of rats bilaterally and allowed the animals to drink either alcohol or water for 10 days. Twelve hours after the last exposure to alcohol, we injected a covalent inhibitor of the proteasome in one hemisphere [one-time injection of 200 μM lactacystin, 0.4 μl into the nucleus accumbens, as described by Massaly et al. (43)] and injected dimethyl sulfoxide (DMSO) vehicle in the contralateral, control hemisphere. Lactacystin rescued the decrease in nuclear HDAC activity (Fig. 4D) and kept nuclear HDAC4 and HDAC5 protein levels at control levels, with no change in the vehicle–treated contralateral hemisphere (Fig. 4E and fig. S6B). Lactacystin infusion did not affect HDAC4 or HDAC5 accumulation in the cytoplasm, suggesting that the degradation of these HDACs is occurring in the nuclear compartment (Fig. 4F and fig. S6C). Proteasome-mediated degradation of HDAC4 in the nuclear compartment has been found to mediate growth factor–induced cell motility (44) and activity-dependent striatal muscle differentiation (42). Our findings therefore suggest that, in addition to the well-described phosphorylation-dependent shuttling of the class II HDAC (28), other posttranslational modifications, such as SUMOylation (45) and ubiquitinization (44), may have key mechanistic roles in the way in which class II HDACs regulate vulnerability to drug addiction. Moreover, these data suggest that the class II HDACs, HDAC4 and HDAC5 may act as nodal regulators, integrating environmental stimuli (alcohol use) with behavioral response (potentiated reward-based learning, resulting in addiction-like behavior).

MC1568 promotes selective degradation of class II HDAC in the nucleus accumbens and enhances compulsivity for cocaine self-administration

To determine directly whether nuclear degradation of HDAC4 and HDAC5 causes an increase in addiction-like behavior, similar to the behaviors induced by alcohol (Fig. 1), we treated animals to the class II–specific HDAC inhibitor MC1568 (46, 47). MC1568 selectively inhibits class II HDAC activity by promoting nuclear import and proteasome-mediated degradation of HDAC4 and HDAC5 in the nucleus of the cell (48). Several other HDAC inhibitors, including suberoylanilide hydroxamic acid, valproic acid, and quinidine, have been found to inhibit HDAC activity by promoting proteasome-mediated degradation of HDAC4, HDAC2, and HDAC1, respectively (48–50). Systemic administration of MC1568 is well tolerated by mice, and crosses the blood–brain barrier, at doses of up to 6.5 mg/kg (51). In addition, MC1568 promotes global H3 hyperacetylation and enhances neurite outgrowth in dopaminergic and sympathetic neurons in vitro (37).

Although the effects of MC1568 on class II HDACs have been well characterized in cancerous and noncancerous tissue (34, 46, 48), the effects of this drug on HDAC4 and HDAC5 have not been described in the nucleus accumbens in vivo. Thus, we first characterized the effects of MC1568 in the nucleus accumbens. We treated animals to 10 daily injections of MC1568 (0.5 mg/kg) and tested for nuclear HDAC activity in the nucleus accumbens 18 hours after the last treatment. We found that MC1568 causes a 35% decrease in nuclear HDAC activity (Fig. 5B). To determine whether MC1568 selectively decreases class II HDACs, we immunoblotted nuclear and cytoplasmic fractions of the nucleus accumbens cells for class II HDACs, HDAC4 and HDAC5, and for class I HDACs, HDAC1 and HDAC2. We found that 10 days of daily exposure to MC1568 caused a significant decrease in nuclear HDAC4 and HDAC5 in the nucleus accumbens, with no significant change in
We also observed no changes in the cytoplasmic accumulation of HDAC4 and HDAC5 (Fig. 5D). These findings are consistent with previous studies showing that MC1568-mediated inhibition of class II HDACs is facilitated by the degradation of HDAC4 and HDAC5 in the nucleus (48, 52).

To explore the effect of selective degradation of HDAC4 and HDAC5 on cocaine addiction–like behaviors, we administered MC1568 (0.5 mg/kg), or vehicle, daily for 10 consecutive days before cocaine self-administration (Fig. 5A). Drug treatments were continued concurrently with cocaine self-administration but administered at a different time during the dark cycle (Fig. 5A). Treatment with MC1568 did not increase the daily intake of cocaine during the acquisition or maintenance phase of the sequential paradigm (Fig. S7). We tested motivation for cocaine on a progressive ratio schedule of reinforcement, at three cocaine doses (0.8, 0.4, and 0.2 mg/kg), on days 15, 17, and 19 of cocaine self-administration, respectively. As expected, animals had fewer cumulative lever presses for cocaine with each successive decrease in cocaine concentration (23). Animals treated with the selective class II HDAC inhibitor, however, had significantly higher motivation for cocaine at a unit dose of 0.4 mg/kg and no significant difference in motivation at the lowest unit dose of 0.2 mg/kg (Fig. 5E). We measured persistence of cocaine seeking in the absence of the drug and found that animals exposed to MC1568 had significantly higher persistence than the control group (Fig. 5F).

HDAC1 and HDAC2 (Fig. 5C). We also observed no changes in the cytoplasmic accumulation of HDAC4 and HDAC5 (Fig. 5D). These findings are consistent with previous studies showing that MC1568-mediated inhibition of class II HDACs is facilitated by the degradation of HDAC4 and HDAC5 in the nucleus (48, 52).
Fig. 5. Selective degradation of HDAC4 and HDAC5 by the class II-specific HDAC inhibitor MC1568 enhances compulsive cocaine self-administration. (A) Treatment paradigm to test molecular and behavioral effects of the class IIa selective HDAC inhibitor MC1568. (B) HDAC activity assay of nuclear lysates of nucleus accumbens cells isolated from animals following 10 daily (0.5 mg/kg intraperitoneally) treatments shows 35% decrease in HDAC activity in comparison to control (vehicle-treated) animals ($P < 0.01$ versus vehicle control; $n = 5$ per group). (C) Immunoblot for HDAC1, HDAC2, HDAC4, and HDAC5 of nucleus accumbens lysates after 10-day treatment with MC1568 (0.5 mg/kg) shows selective decreases of nuclear accumulation of HDAC4 and HDAC5 ($P < 0.05$), and no significant change in HDAC1 or HDAC2 ($P > 0.5$ versus vehicle control; $n = 7$ to 8 per group). (D) MC1568 did not change cytoplasmic accumulation of HDAC4 or HDAC5. (E) Animals in the MC1568 treatment group had significantly higher motivation in a progressive ratio schedule of reinforcement at a unit cocaine dose of 0.4 mg/kg (two-way RM ANOVA: Treatment group: $F_{1,10} = 7.33, P = 0.022$; Unit cocaine dose: $F_{2,20} = 56.51, P < 0.0001$; Interaction: $F_{2,20} = 5.08, P = 0.0164$; Tukey post hoc: $P < 0.01$ at 0.4 mg/kg; $n = 5$ to 6 per group), with no significant difference at a lower unit dose of 0.2 mg/kg. (F) MC1568 enhances persistence of cocaine seeking during unrewarded time-out sessions ($P < 0.05$, $n = 6$ per group), averaged across 3 days before progressive ratio testing. (G) MC1568-treated animals are more compulsive, with significantly higher percentage of rewards earned during 0.2 and 0.3 mA of punishment (two-way RM ANOVA: Group: $F_{1,9} = 7.396, P = 0.023$; Footshock: $F_{3,27} = 96.94, P < 0.0001$; Footshock × Group interaction: $F_{3,27} = 3.98, P = 0.019$; $P < 0.05$ at 0.2 and 0.3 mA; $n = 5$ to 6 per group). The average cocaine infusions at baseline (0.0 mA) did not differ between groups: vehicle, $19.17 ± 1.77$; MC1568, $18.80 ± 2.35$. (H) MC1568 does not alter shock-resistant lever pressing for sugar pellets in food-restricted animals (two-way RM ANOVA: Group: $F_{1,10} = 0.2159, P = 0.65$, not significant; Footshock $F_{3,29} = 137.6, P < 0.0001$; Footshock × Group interaction: $F_{3,29} = 0.3396, P = 0.7968$; $n = 6$ per group). Baseline amount of sugar pellet reward (at 0.0 mA) did not differ between groups (AN, $53.40 ± 0.67$; AP, $53.20 ± 0.73$). TBP, TATA-binding protein; IP, intraperitoneal. *$P < 0.05$, **$P < 0.01$. Data are means ± SEM.
To determine whether selective degradation of class II HDACs enhances compulsivity of cocaine use, we used the variable shock paradigm described in Fig. 1, where we introduced an aversive 2-s footshock to the standard self-administration session, with an increase in shock intensity occurring every 40 min. Under mild aversive condition (0.1 mA of footshock), control and MC1568-treated animals did not differ, earning 83% of baseline reward. However, at 0.2 mA of punishment, the MC1568 group earned almost twice as much reward (65% versus 37% of baseline for drug-treated and vehicle, respectively); at 0.3 mA of footshock, the control animals earned no drug reward, whereas the MC1568 group earned 35% of baseline reward (Fig. 5G). We found that MC1568 did not enhance resistance to punishment in food-restricted animals pressing for sugar pellets (Fig. 5H). These data indicate that MC1568 does not disrupt fear circuits involved in decision-making, and suggest that, like alcohol, the priming effect induced by the selective HDAC inhibitor does not generalize to natural rewards. Together, these findings further substantiate our observation that the degradation of HDAC4 and HDAC5 increases vulnerability to cocaine addiction–like behaviors.

**DISCUSSION**

Several risk factors for cocaine addiction have been identified. These include endogenous (presumably genetic) factors (such as trait impulsivity and novelty seeking), exogenous (environmental) factors (such as prior use and dependence on nicotine, alcohol, or marijuana), and psychiatric disorders (such as lifetime personality disorder or attention deficit hyperactive disorder). Controlling for multiple predictors, alcohol dependence, together with mood disorder, is second in importance—which is the case for predictors of cocaine dependence (2). Although many rodent studies have tested cross-sensitization between different drug classes, the significance of these studies to drug addiction vulnerability is often confounded by behavioral models that focus on the early stages of drug experimentation rather than on addiction. Here, we have used a rodent model of compulsive cocaine use to test, on both a behavioral and molecular level, the epidemiological hypothesis that alcohol acts as a gateway drug to enhance cocaine addiction, and whether the priming effect is unidirectional or bidirectional.

Our data indicate that animals with a history of alcohol use have increased vulnerability to developing key indices of cocaine addiction found in humans: motivation for cocaine and continued cocaine use despite aversive punishment. The reverse is not true: Cocaine use does not enhance preference for alcohol. Our results are not completely in accord with epidemiological evidence that, in humans, prior use of alcohol is a significant risk factor for subsequent use of cocaine, and not only the addictive phenotypes (4). However they are consistent with epidemiological evidence that alcohol use is a significant risk factor for the transition from cocaine use to cocaine dependence (2).

Although the synergistic effects of simultaneous alcohol and cocaine use have been well documented in human (10) and rodent studies (8), our results indicate that alcohol use can enhance the addictive properties of cocaine independently of metabolic, pharmacokinetic, or acute behavioral interaction of the two drugs. Our findings indicate that a prior history of alcohol use is required for the enhancement of cocaine addiction–like behavior, and that priming by alcohol is a metaplastic effect, whereby exposure to this gateway drug initiates intracellular events that alter the epigenome, creating a permissive environment for cocaine-induced learning and memory, thereby enhancing the addictive potential of cocaine. Cocaine can still be addictive without prior alcohol exposure, although in human populations, as noted in the introduction, very few individuals initiate cocaine use without prior use of alcohol or tobacco.

Moreover, our findings suggest that the two gateway drugs, alcohol and nicotine, act through similar molecular mechanisms to increase vulnerability to cocaine. Both drugs inhibit nuclear HDAC activity, resulting in increased histone acetylation in the nucleus accumbens and the creation of a permissive environment for cocaine-induced ΔFosB expression, and likely other genes. We have now also obtained the first insights into the mechanism of this inhibition: HDAC inhibition and the subsequent histone acetylation are promoted by proteasome-mediated degradation of HDAC4 and HDAC5. The finding that HDAC inhibition does not occur after short-term exposure to alcohol may explain why individuals who drink more rarely and then use cocaine do not go on to meet the criteria for cocaine dependence.

The repressive properties of class II HDACs on drug-related plasticity and behavior have been well described: HDAC5 overexpression in the nucleus accumbens has been found to inhibit cocaine reward in a conditioned place preference paradigm (53), whereas overexpression of HDAC4 in the nucleus accumbens inhibits conditioned place preference and motivation for cocaine self-administration (23, 27). It has been suggested that processes that alter these “brakes” on cocaine-induced gene regulation may tip the balance from recreational to addictive drug use (28). Upon entering the nucleus, HDAC4 forms a multiprotein complex with SMART/n-COR and HDAC3. This complex has been proposed to form a “molecular break pad” on molecular events conferring learning; therefore, removal of essential components of the complex represents a critical step to the formation of persistent memories (54). Here, we present evidence that a history of alcohol use—an environmental risk factor strongly associated with subsequent illicit drug use in the population—increases vulnerability to cocaine addiction–like behavior in rodents by promoting proteasome-mediated degradation of nuclear HDAC4 and HDAC5. It will therefore be of interest to determine whether other drugs, such as marijuana, also act via nuclear HDAC regulation.

HDAC4 acts as a fulcrum between opposing processes in many tissues: differentiation versus apoptosis, and cell growth and motility versus cell cycle arrest (31). Not surprisingly, HDAC4 is heavily regulated by posttranslational modifications. Our finding of markedly different nuclear accumulation profiles of HDAC4 following short-term versus long-term alcohol use is consistent with the central role of HDAC4 as a biological switch for vastly different neuronal outcomes. It will be important to determine which posttranslational modifications and upstream modifying agents (that is, E3 ligases) mediate these changes in the nucleus accumbens.

Our results highlight a key role for HDAC4 and HDAC5 in increasing vulnerability to cocaine addiction. However, because we tested the link between HDAC4 and cocaine compulsivity using systemic administration of the selective class II HDAC inhibitor, we cannot rule out the possibility that brain regions other than the nucleus accumbens may also be affected by MC1568, acting to facilitate the addictive phenotype. Cocaine-induced changes in the dorsal striatum and the prefrontal cortex have both been found to play a key role in the transition to addiction–like behavior (55).

Together, our findings indicate that alcohol consumption increases vulnerability to compulsive cocaine use by promoting proteasome-mediated degradation of HDAC4 and HDAC5 in the nucleus accumbens. This degradation results in increased histone acetylation and creates a permissive epigenetic environment for cocaine-induced gene expression.
MATERIALS AND METHODS

Animals
Sprague-Dawley rats (8 to 12 weeks, weighing 280 to 300 g at the beginning of experiments) (Taconic Laboratories) were used for all studies. Rats were single-housed on a reverse light/dark schedule (10 a.m. lights off, 10 p.m. lights on). All experiments were conducted during the dark cycle and in accordance with institutional guidelines.

Drugs
Cocaine HCl (provided by the National Institute on Drug Abuse) was dissolved in 0.9% NaCl to a concentration of 5 mg/ml and filtered through 0.2-μm filters. Lactacystin (Sigma) was dissolved in 2% DMSO to a final concentration of 200 μM, as described by Massaly et al. (43). MC1568 (ApexBio) was dissolved in sterile saline/0.3% Tween/5% DMSO.

Alcohol
Animals were acclimated to ad libitum water access in 100-ml graduated feeding tubes (Dyets) for 4 days before initiation of alcohol treatment protocol. Alcohol treatments occurred each day, 3 p.m. to 5 p.m. (approximately 5 hours after the start of the dark cycle). We used a one-bottle, limited alcohol access paradigm, to obtain stable alcohol intake between animals, with fast acquisition of alcohol drinking. In the one-bottle paradigm, animals voluntarily drink from one bottle of 10% alcohol in their home cages, approximately 5 hours into the dark cycle. Animals were water-restricted for 18 to 24 hours before the first day of alcohol exposure to stimulate drinking. In all experiments, an overnight water bottle was left with the animal after the 2-hour alcohol treatment, to be removed the next morning at approximately 10:30 a.m. No liquids of any kind were given to animals between the hours of 10:30 a.m. and 3 p.m. to control for the animals that undergo behavioral studies and do not drink during this time period due to cocaine self-administration (11 a.m. to 2 p.m.).

Sequential paradigm
Serum alcohol, cocaine, and cocaethylene levels in the sequential drug administration paradigm: When taken simultaneously, alcohol and cocaine can have synergistic effects: (i) Alcohol ameliorates the anxiogenic effects of cocaine, resulting in higher quantities of cocaine use during coadministration (7, 8); (ii) alcohol and cocaine form a metabolic by-product in the liver, cocaethylene, which by itself is euphorogenic (9, 10); and (iii) alcohol can inhibit cocaine metabolism, resulting in higher serum cocaine concentrations (9, 11). Access to the two drugs was therefore restricted to different times during the dark cycle, thereby limiting behavioral, metabolic, and pharmacokinetic interaction.

General behavioral methods
Catheter surgery
Under ketamine (75 to 95 mg/kg intraperitoneally) and xylazine (5 mg/kg intraperitoneally) anesthesia, the rat was prepared for surgery by shaving the hair at the surgery site and prepping the skin with a three times alternating scrub of dilute betadine and alcohol. A 2.5-cm incision was made through the skin on the dorsal surface, 0.5 cm posterior to the midscapular level and perpendicular to the rostral-caudal axis of the rat. Another 2.5-cm incision was made ventrally on the area of the neck overlying the right jugular vein parallel to the rostral-caudal axis. The distal end of the catheter (Camcaths) was threaded subcutaneously from the dorsal incision to the ventral incision, and the tip of the catheter was inserted into the right jugular vein and tied with suture. Animals received carprofen (5 mg/kg) subcutaneously for analgesia at the end of surgery and for 7 days after surgery. Animals received gentamicin (5 mg/kg) subcutaneously for 7 days after surgery. All animals were allowed to recover 5 to 7 days before initiation of cocaine self-administration. The catheter was flushed daily with 0.1 ml of heparinized saline immediately before and after each self-administration session.

Self-administration apparatus
Cocaine self-administration studies were performed in Med Associates Operant Chambers (St. Albans, VT), equipped with two retractable levers (active and inactive) located 8 cm above the floor. A cue light was placed above each lever, and a house light was placed on the back wall. Chambers were also equipped with a metal floor attached to a shock generator. All test chambers were housed in sound-attenuating chambers. The operant chambers were controlled using MED-PC software.

Acquisition of lever pressing
Food restriction. Rats were placed on a food-restricted diet immediately before (1 day) and during lever press training. Rats were fed a restricted amount of food (20 g of chow per day) each day of lever press training. Rats were weighed each day, and their weights were recorded to ensure that no rat drops below 85% of their ad libitum feeding weight. Animals are returned to ad libitum diet after lever press training and before alcohol or cocaine self-administration studies.

Lever press training. Lever pressing was shaped in daily 1-hour sessions (11 a.m. to 12 p.m.), under an FR1, which resulted in the delivery of a sucrose pellet (Dyets) and illumination of a cue light directly over the lever. Sugar pellet delivery resulted in retraction of active and inactive lever, a 20-s time-out period. Animals were trained on the FR1 schedule until they earned more than 50 sugar pellets during the 1-hour session (1 to 3 days).

Acquisition and maintenance of cocaine self-administration
The self-administration session (2.5 hours) was composed of three drug components (40 min each) punctuated by two 15-min time-out (no drug) periods. Drug sessions were signaled by illumination of the house light and insertion of two levers, active and inactive. “No drug” periods were signaled by house light turning off. During the no drug periods, levers remained extended, but lever presses had no consequence. During the drug period, one lever press turned on the cue light located above it and then, 1 s later, switches on the infusion pump. The cue light remains on for a total of 4 s. The infusion volume was 40 μl (2-s infusion) and contained cocaine (0.8 mg/kg). Each infusion was followed by a 20 s time-out period. Training began with FR1 (one lever press results in an infusion of cocaine). Animals remained on FR1 for 2 to 4 days, followed by FR3 (1 to 3 days), and then FR5. Animals were graduated from one fixed ratio to the next if they earned more than 30 infusions per day. Animals were maintained on an FR5 schedule for the duration of the experiment, 7 days per week, and interrupted only for behavioral testing (progressive ratio and compulsivity; Fig. 1A). All animals were given one to two sessions to re-baseline after a testing procedure before proceeding to another test.

Progressive ratio schedule
After 7 days of stable maintenance cocaine self-administration, animals were tested on a progressive ratio schedule of reinforcement. The number of lever presses required for a cocaine infusion was increased after each infusion according to the following progression: 10, 20, 30, 45, 65, 85, 115, 145, 185, 225, 275, 325, 385, 445, 515, 585, 665, 745, 835, 925, 1025, 1125, 1235, 1345, 1465, and 1585. The cumulative number of lever presses that the rat performs before it ceases lever pressing is referred to as the breaking point. The session was ended after 3 hours or when a period of 30 min elapsed after the previously earned infusion.
Persistence of lever pressing in the absence of reward
Persistence of lever pressing during the two 15-min time-out sessions was averaged over the last 3 days of the maintenance period (days 22, 23, and 24 of sequential paradigm).

Resistance to punishment: Cocaine
Resistance to punishment was tested after 20 days of stable cocaine self-administration. This test of compulsivity consisted of four 40-min drug sessions, each separated by a 15-min time-out period. The first 40 min session proceeded as a maintenance FR5 session. During the second 40-min drug session, the first lever press of the FR5 sequence activated a blue warning light that remained on for 60 s. The fourth lever press in the FR5 sequence resulted in a footshock of 0.1 mA for 2 s, whereas the fifth lever press resulted in the delivery of a drug injection (0.4 mg/kg), followed by retraction of levers. After the first lever press, an animal had 60 s to finish the FR5 sequence; failure to do so caused the blue warning light to turn off, and the lever count to reset back to 0. The third and fourth 40-min sessions proceeded as the second, with the intensity of the footshock increasing to 0.2 and 0.3 mA, respectively.

Resistance to punishment: Sucrose pellets
Animals were acclimated to a restricted food schedule (free access to food from 1 p.m. to 3 p.m.) for 3 days before initiation of lever pressing for natural reward. Lever pressing was shaped on an FR1 as described above. Following acquisition of lever pressing, animals underwent maintenance lever pressing for sucrose pellets on an FR1 schedule of reinforcement using a 75-min paradigm composed of three sucrose access intervals, 20 min each, separated by two 7.5-min “time-out” periods. The schedule of reinforcement was increased over 7 days to FR5. Testing for compulsivity occurred similar to cocaine compulsivity tests: The first 20-min session was unpunished, during the second 20-min session, the first lever press of the FR5 sequence activated a blue warning light that remained on for 60 s. The fourth lever press in the FR5 sequence resulted in a footshock of 0.1 mA for 2 s. The third and fourth sucrose access session proceeded as the second, with the intensity of the footshock increasing to 0.2 and 0.3 mA, respectively.

mRNA expression by qRT-PCR
RNA preparation and complementary DNA synthesis
Following water, alcohol, and/or cocaine treatment, animals were sacrificed and brains were flash-frozen in isopentane. Nucleus accumbens punches were processed using the NE-PER Nucleic Acid Extraction Kit (Thermo Fisher Scientific) to extract a cytoplasmic fraction and a nuclear fraction. The protocol was modified to also obtain a separate histone fraction: Following extraction of the cytoplasmic and nuclear fractions, the pellet was resuspended in nuclear extraction reagent and incubated with 300 U of micrococcal nuclease, in the presence of 5 mM CaCl2, for 15 min at 37°C. To confirm efficient subcellular fractionation, Western/immunoblotting experiment was performed for proteins known to be present in all fractions (HDAC4; Santa Cruz Biotechnology, sc-11418 X), HDAC5 (Santa Cruz Biotechnology, sc-113106), rabbit immunoglobulin G (IgG) (Cell Signaling Technology, 27295), and mouse IgG (Santa Cruz Biotechnology, sc-2025). Both HDAC4 antibodies were first confirmed to work in IP experiments to not cross-react with each other. The eluted DNA was analyzed using qRT-PCR using the same primers that capture the first intron of FosB, and divided equally into four samples that were incubated with 5 μg of either one of the following antibodies: HDAC4 (Santa Cruz Biotechnology, sc-11418 X), HDAC5 (Santa Cruz Biotechnology, sc-113106), rabbit immunoglobulin G (IgG) (Cell Signaling Technology, 27295), and mouse IgG (Santa Cruz Biotechnology, sc-2025). Both HDAC4 antibodies were first confirmed to work in IP experiments to not cross-react with each other. The eluted DNA was analyzed using qRT-PCR using the same primers that capture the first intron of FosB, which is the region showing elevated H3K27 acetylation levels. Because only the HDAC4 and input samples gave a detectable signal (Ct values for HDAC5 and both IgGs were undetectable), the data were visualized by running the samples on a 1% agarose gel.

Subcellular fractionation and immunoblotting
Nucleus accumbens punches were processed using the NE-PER Nuclear and Cytoplasmic Extraction Kit (Thermo Fisher Scientific) to extract a cytoplasmic fraction and a nuclear fraction. The protocol was modified to also obtain a separate histone fraction: Following extraction of the cytoplasmic and nuclear fractions, the pellet was resuspended in nuclear extraction reagent and incubated with 300 U of micrococcal nuclease, in the presence of 5 mM CaCl2, for 15 min at 37°C. To confirm efficient subcellular fractionation, Western/immunoblotting experiment was performed for proteins known to be present in all fractions (HDAC4; Santa Cruz Biotechnology, sc-11418), present in the cytoplasm (mitochondrial HSP60; Abcam, ab45134), present in the nucleus (HDAC4; Santa Cruz Biotechnology, sc-11418 X), HDAC5 (Santa Cruz Biotechnology, sc-113106), rabbit immunoglobulin G (IgG) (Cell Signaling Technology, 27295), and mouse IgG (Santa Cruz Biotechnology, sc-2025). Both HDAC4 antibodies were first confirmed to work in IP experiments to not cross-react with each other. The eluted DNA was analyzed using qRT-PCR using the same primers that capture the first intron of FosB, which is the region showing elevated H3K27 acetylation levels. Because only the HDAC4 and input samples gave a detectable signal (Ct values for HDAC5 and both IgGs were undetectable), the data were visualized by running the samples on a 1% agarose gel.

Chromatin immunoprecipitation
ChIP experiments were performed to study histone modifications (HM ChIP) and DNA interactions with HDAC ChIP at the FosB gene using a ChIP assay kit (EMD Millipore). Briefly, for HM ChIP, nucleus accumbens punches were homogenized and cross-linked for 10 min at room temperature in the presence of 1% formaldehyde. The cross-linking reaction was quenched with an excess presence of glycine. Following washes, the cell pellet was resuspended in SDS lysis buffer and sonicated to shear the DNA to approximately 1000 base pairs (bp). The sonicated cell supernatant was diluted, precleared with protein A agarose/salmon sperm DNA beads, and then incubated overnight at 4°C in the presence of 5 μg of an anti-H3K27 acetylation antibody (Active Motif, #39133). The antibody/histone complex was collected with protein A agarose/salmon sperm DNA beads and washed five times according to the assay’s protocol. The histone complex was then eluted from the antibody, histone-DNA cross-links were reversed overnight, and the eluate was treated with proteinase K. DNA was recovered using the Chromatin IP DNA Purification Kit (Active Motif), and the samples were analyzed in triplicates using qRT-PCR as previously described. Data were calculated as % input [100*(Adjusted input − Ct (IP))/Adjusted input].

Primers
Rat PCR primers were ordered from Sigma. The following primers were used: HDAC5, 5′-TCTCTCAACTCCGTAGCC-3′ (forward) and 5′-TCCCAATTGCTGTAAGGG-3′ (reverse); HDAC4, 5′-TGGAGGAC- GGAGCAGCCCCC-3′ (forward) and 5′-GGCGCTGCTACATGCG-GAGT-3′ (reverse) (the annealing temperature was used 60°C); ΔFosB, 5′-AGCGAGCTTGAGATCGGAGAT-3′ (forward) and 5′-GCCAGGACCTTGAACTTCACTG-3′ (reverse). The housekeeping gene used was rat GAPDH (forward, 5′-AGGTGCTGGTGTAAGGAGTATTG-3′; reverse, 5′-TGTAACATGGTATGGTCTA-3′). Samples were run in triplicates using SYBR Green Real-Time PCR Master Mix (Bio-Rad) on the Chromo4 Real-Time PCR Detection System (Bio-Rad).
extracts were run on 4 to 20% gradient TGX precast gels (Bio-Rad), transferred to polyvinylidene difluoride membranes, and immuno-blotted with the antibodies of interest: acetyl-H3K27 (Active Motif, #39133), HDAC1 (Abcam, ab7028), HDAC2 (Abcam, ab12169), HDAC4 (Santa Cruz Biotechnology, sc-11418), and HDAC5 (Santa Cruz Biotechnology, sc-133106). Total H3 (Abcam, ab10799) was used as loading control for the histone fractions, and β-actin (Abcam, ab6276) was used as loading control for the nuclear and cytoplasmic fractions.

HDAC activity assays
HDAC activity was measured using the Epigenase HDAC Activity Assay, according to the manufacturer’s protocol (EpiGentek).

Immunohistochemistry
Perfusion and brain slicing
Animals were perfused with 4% paraformaldehyde in phosphate-buffered saline (PBS) after being anesthetized with ketamine. Anterior to posterior coronal slices at 40 μm were obtained approximately between bregma 2.7 mm and 1.7 mm in frontal regions of the brain that are within the span of the nucleus accumbens. Brain slices are then suspended in a mixture of 30% glycerol and 30% ethylene glycol in 0.1 M tris buffer at pH 7.4 and stored at −20°C.

Immunohistochemistry
Brain slices were permeated with 1% Tween in PBS and blocked with 0.5% Tween and 10% fetal bovine serum in PBS. Slices were incubated with polyclonal HDAC4 primary antibody (Abcam, ab1437), anti-rabbit Alexa Fluor 647 secondary antibody (Invitrogen), and a nuclear stain Hoechst 33342 (Thermo Fisher Scientific). Slices were mounted on Superfrost Plus Micro Slides (VWR) with Vectashield HardSet mounting medium (Vector Laboratories). The nucleus accumbens regions of these slices were visualized by confocal microscopy. The localization of HDAC4 was categorized as predominantly nuclear or both nuclear and cytoplasmic for each visible in situ neuron under experimenter-blind conditions.

Intracranial surgery and microinfusion
Stereotactic surgery
Animals were anesthetized with a ketamine/xylazine cocktail and head-fixed in a stereotactic device. The incision site was first cleaned with betadine scrub, and ophthalmic ointment was placed on the eyes. An incision was made along the midline to expose the skull. Bilateral holes were drilled above the nucleus accumbens to allow insertion of 26-gauge cannulae 1 mm dorsal to the nucleus accumbens (anterior-posterior, +1.6; medial-lateral, ± 1.2; dorsal-ventral, −6.5). Surgical screws were implanted in the skull to aid the dental cement in securing both cannulae in place. Animals were given carprofen (5 mg/kg) post-operatively and allowed to recover for 3 to 5 days.

Microinfusion
Following the 10-day alcohol regimen, animals received infusions of the proteasome inhibitor lactacystin. Twelve to 15 hours after the last exposure to alcohol, 33-gauge microinjectors were inserted into the guide cannulae with 1 mm projection to deliver either lactacystin (200 μM) or vehicle (2% DMSO in artificial cerebrospinal fluid) to each side of the nucleus accumbens. Pharmacological agents (0.4 μl per hemisphere) were infused at a rate of 0.4 μl/min. Microinjectors were kept in place to allow diffusion of the drug for 10 min before retracting the microinjectors. Six hours later, animals were euthanized and brains were prepared for tissue extraction.

Statistical analyses
For behavioral analyses with more than one time point, group comparisons were performed using RM ANOVA, followed by Tukey or Sidak post hoc tests. For all remaining comparisons, Student’s t test was used to compare alcohol-treated groups to the untreated (water) control group. Student’s t test was also used to compare the alcohol + DMSO group with the water and the alcohol + lactacystin groups, respectively. Potential outliers were excluded from the statistical analyses. All statistical analyses were performed using GraphPad Prism, and a P value of less than 0.05 was considered significant.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/3/11/e1701682/DC1
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Arc/Arg3.1 governs inflammatory dendritic cell migration from the skin and thereby controls T cell activation

Friederike Ufer, Pablo Vargas, Jan Broder Engler, Joseph Tintelnot, Benjamin Schatting, Hana Winkler, Simone Bauer, Nina Kursawe, Anne Willing, Oliver Keminer, Ora Ohana, Gabriela Salinas-Riester, Ole Pless, Dietmar Kuhl, Manuel A. Friese

Skin-migratory dendritic cells (migDCs) are pivotal antigen-presenting cells that continuously transport antigens to draining lymph nodes and regulate immune responses. However, identification of migDCs is complicated by the lack of distinguishing markers, and it remains unclear which molecules determine their migratory capacity during inflammation. We show that, in the skin, the neuronal plasticity molecule activity-regulated cytoskeleton-associated protein/activity-regulated gene 3.1 (Arc/Arg3.1) was strictly confined to migDCs. Mechanistically, Arc/Arg3.1 was required for accelerated DC migration during inflammation because it regulated actin dynamics through nonmuscle myosin II. Accordingly, Arc/Arg3.1-dependent DC migration was critical for mounting T cell responses in experimental autoimmune encephalomyelitis and allergic contact dermatitis. Thus, Arc/Arg3.1 was restricted to migDCs in the skin and drove fast DC migration by exclusively coordinating cytoskeletal changes in response to inflammatory challenges. These findings commend Arc/Arg3.1 as a universal switch in migDCs that may be exploited to selectively modify immune responses.

INTRODUCTION

Host defense mechanisms have evolved to detect and eliminate invading pathogens and malignant cells, while at the same time remaining tolerant to self-, commensal, and environmental antigens (1). At the host-environment interfaces, dendritic cells (DCs) continuously sense and interpret surrounding cues and instruct T and B cells to initiate an adaptive immune response or tolerance to presented antigens (2). Accordingly, DCs are involved in most autoimmune and allergic diseases, as implicated by human studies and experimental models (3, 4).

To constantly sample and transport antigens from peripheral tissues to draining lymph nodes (dLNs), skin-resident immature DCs undergo permanent homeostatic maturation, even in the absence of pathogens (5, 6). With maturation, skin-migratory DCs (migDCs) change their morphology, cytokine secretion, and major histocompatibility complex (MHC) class II and costimulatory molecule expression at the cell surface (7). Within the skin-DC network, at least four distinct migDC subsets, including the epidermal Langerhans cells (LCs), have been identified and recently shown to selectively promote different immune responses to manifold environmental and “self” challenges (8, 9). However, during inflammation, large numbers of migDCs rapidly mature and accelerate migration through the tissue and lymphatics and eventually enter dLNs to interact with T cells for antigen presentation (10). This migDC–T cell interaction is key to either induce effector immune responses or confer tolerance. This is reflected in the animal model of multiple sclerosis (11), experimental autoimmune encephalomyelitis (EAE), in which rare encephalitogenic CD4 T cells encounter their cognate antigen on DCs in the dLN after myelin-associated antigen immunization (12, 13). These T cells then drive inflammation and tissue damage in the central nervous system (CNS). Similarly, small organic molecules (hapten) can react with self-proteins and generate immunogenic neoantigens, which are transported by skin-DCs to dLNs, where they activate T cells. Reencounter of these haptenes recruits activated effector T cells to the site of antigen encounter in the skin, which clinically presents as allergic contact dermatitis (4, 14).

However, these responses can only be generated if DCs properly migrate from peripheral tissues to dLNs to adequately deliver and communicate self- and foreign antigens, together with appropriate anti- and pro-inflammatory signals. Despite recent progress, substantial gaps in our understanding of DC locomotion still exist (7). It remains unclear how DCs reorganize their actin cytoskeleton to facilitate fast migration in response to inflammatory stimuli and which molecules instruct this reorganization. In addition, the lack of specific surface markers to definitely identify functionally different DC subsets complicates DC research (15, 16). However, unequivocal identification of fast-migrating migDCs during inflammation would allow one to understand their complex behavior and to eventually target them in autoimmunity, allergy, vaccination, or cancer therapy (5, 16, 17).

It has been reported that cytoskeletal coordination during DC locomotion resembles that of migrating neurons during development (18, 19). In addition, both adult neurons and DCs constantly reorganize their actin cytoskeleton, which is reflected by on-demand modification of their manifold protrusions (7, 20). Hence, it is conceivable that both cell types might share similar principles of coordinating cell shape in response to changing environmental cues. In this context, activity-regulated cytoskeleton-associated protein/activity-regulated gene 3.1 (Arc/Arg3.1) has been described as a critical regulator of neuronal plasticity that is involved in rearrangement of neuronal dendritic spines (21, 22). However, the expression of...
Arc/Arg3.1 was assumed to be tightly restricted to neurons of the CNS, and Arc/Arg3.1 has not been reported to be involved in neuronal migration (23, 24).

In this study, we identified Arc/Arg3.1 exclusively in migDCs and proposed a previously unknown strategy to functionally identify migrating DCs via their stable expression of Arc/Arg3.1. In addition, we could show that Arc/Arg3.1 is instrumental for fast DC migration in vitro and in vivo by facilitating intracellular actin turnover in response to inflammatory stimuli by acting on myosin II (MyoII). Consequently, Arc/Arg3.1 activity in migDCs directly determined the extent of autoreactive T cell activation in dLNs in EAE and in delayed-type skin hypersensitivity reactions.

RESULTS
Arc/Arg3.1 is exclusively expressed in migDCs
To investigate whether the to date only neuronally reported molecule Arc/Arg3.1 has a role in immune cells, we assessed its expression in mouse skin and lymphoid organs. We observed Arc/Arg3.1 mRNA expression in the skin and skin-draining LN (sdLN) but not in the spleen (Fig. 1A), a pattern suggestive of tissue-patrolling DCs (cDCs) and plasmacytoid DCs (pDCs) (Fig. 1, D and E). Furthermore, analysis of DC subsets showed that Arc/Arg3.1 expression was restricted to migDCs, whereas expression was absent in conventional DCs (cDCs) and plasmacytoid DCs (pDCs) (Fig. 1, D and E).

To further substantiate this finding, we used a bacterial artificial chromosome transgenic reporter mouse that expresses enhanced green fluorescent protein (eGFP) driven by the Arc/Arg3.1 promoter (Arc/Arg3.1-eGFP) (25). Consistent with our mRNA and protein analyses, the Arc/Arg3.1-eGFP signal was exclusively detected in migDCs (Fig. 1F), and all Arc/Arg3.1-eGFP+ cells fell into the migDC gate (Fig. 1G). Within the Arc/Arg3.1-eGFP+ migDCs, we found CD11b+, CD103+, XCR1+, and CD8+ DCs but only negligible amounts of CD64+ or Ly6G/C+ cells, with the latter being indicative of monocytes or macrophages (fig. S1B). Consistently, Arc/Arg3.1 mRNA was detectable in migDC subpopulations, that is, CD11b+, CD103+, and LCs (fig. S1C). Moreover, all Arc/Arg3.1+ DCs showed homogenous and markedly elevated expression of CCR7, CD40, and CD86 in comparison to other DCs (all P < 0.001; Fig. 1H), which is in accordance with a migDC phenotype (5, 6). We concluded that Arc/Arg3.1 expression in the immune system is a unique property of migDCs.

Arc/Arg3.1 functionally defines migDCs
Next, we investigated whether Arc/Arg3.1 expression is restricted to cells that not only resemble migrating DCs in terms of surface markers but also by function. Arc/Arg3.1 mRNA was undetectable in sdLN DCs when we disabled migDCs from entering sdLNs by genetic disruption of the chemokine receptor CCR7 (Fig. 2, A and B) (26). Arc/Arg3.1 expression in BMDCs of Ccr7-deficient mice was readily detectable, indicating that a reduced influx of migrating DCs, but not their inability to express Arc/Arg3.1, led to this result (Fig. 2B). To pharmacologically disrupt steady-state migration into sdLNs at a given time point, we orally administered the functional sphingosine 1-phosphate receptor antagonist fingolimod (FTY720), which impairs DC influx into LNs (27) and is a drug approved by the U.S. Food and Drug Administration and the European Medicines Agency for multiple sclerosis treatment (11, 28). Consistently treating wild-type mice with FTY720 led to a marked decrease in Arc/Arg3.1-eGFP+ migDCs in sdLNs but not in BMDCs (Fig. 2C).

To further substantiate this finding, we used a bacterial artificial chromosome transgenic reporter mouse that expresses enhanced green fluorescent protein (eGFP) driven by the Arc/Arg3.1 promoter (Arc/Arg3.1-eGFP) (25). Consistent with our mRNA and protein analyses, the Arc/Arg3.1-eGFP signal was exclusively detected in migDCs (Fig. 1F), and all Arc/Arg3.1-eGFP+ cells fell into the migDC gate (Fig. 1G). Within the Arc/Arg3.1-eGFP+ migDCs, we found CD11b+, CD103+, XCR1+, and CD8+ DCs but only negligible amounts of CD64+ or Ly6G/C+ cells, with the latter being indicative of monocytes or macrophages (fig. S1B). Consistently, Arc/Arg3.1 mRNA was detectable in migDC subpopulations, that is, CD11b+, CD103+, and LCs (fig. S1C). Moreover, all Arc/Arg3.1+ DCs showed homogenous and markedly elevated expression of CCR7, CD40, and CD86 in comparison to other DCs (all P < 0.001; Fig. 1H), which is in accordance with a migDC phenotype (5, 6). We concluded that Arc/Arg3.1 expression in the immune system is a unique property of migDCs.

Fig. 1. Arc/Arg3.1 is exclusively expressed in migDCs. (A) Relative Arc/Arg3.1 mRNA expression in indicated organs (n = 3). Mean ± SEM; nd, not detected. (B) Relative Arc/Arg3.1 mRNA expression in indicated sorted cell samples of WT mice. Pooled data from three independent experiments. There are 6 to 10 WT mice per sorted cell sample. Mean ± SEM. (C) Immunoblot of Arc/Arg3.1 from sorted DCs of sdLNs and BMDCs. Data from one of three experiments. (D) Analysis of flow cytometry–sorted DC subsets from sdLNs and relative Arc/Arg3.1 mRNA of flow cytometry–sorted DC subsets from the sdLN and spleen. Pooled data from four independent experiments. There are 6 to 10 WT mice per sorted cell sample. Mean ± SEM. (E) Immunoblot of Arc/Arg3.1 protein in DC subsets and lymphocytes from sdLNs. Data from one of three experiments. (F) Gating strategy for DC subset analysis from sdLNs and Arc/Arg3.1-eGFP expression in DC subsets of Arc/Arg3.1−/− mice. (G) Representative flow cytometry analysis of Arc/Arg3.1-eGFP+ cells from sdLNs of Arc/Arg3.1−/− mice and quantification (n = 4). Data from one of three experiments. Mean ± SEM. (H) Median fluorescence intensity (MFI) of CCR7, CD40, and CD86 in Arc/Arg3.1-eGFP+ and Arc/Arg3.1−/− eGFP+ DCs from sdLNs of Arc/Arg3.1−/− mice (n = 4 to 5). Mean ± SEM. Data from one of three experiments. Two-tailed Student’s t test; ***P < 0.001. AU, arbitrary units.
organic solvent containing fluorescein isothiocyanate (FITC) on the LNs, we used a skin contact sensitization model. After applying an from recently migrated DCs (FITC+) and of LN-resident DCs (FITC−).

**Fig. 2.** Arc/Arg3.1 functionally defines migrating DCs. (A) Flow cytometry analysis of DC subsets from sdLNs of Ccr7−/− mice. (B) Relative Arc/Arg3.1 mRNA of DCs from sdLNs and BMDCs (n = 3) of WT and Ccr7−/− mice. Data from one of two experiments. Mean ± SEM. (C) Ratio of migDCs to cDCs in sdLNs of WT mice by flow cytometry at baseline (control), after 7 days of FTY720 treatment or 7 days after treatment discontinuation (recovery) (n = 3 each). Data from one of four experiments. Bars represent mean ± SEM. Two-tailed Student’s t test; **P < 0.005. (D) Frequency of Arc/Arg3.1−eGFP+ cells in sdLNs at baseline (control) and after treatment with FTY720 (n = 4 each time point). Data from one of two experiments. Bars represent mean ± SEM. Two-tailed Student’s t test; **P < 0.005. (E) Relative Arc/Arg3.1 mRNA expression in sdLNs of WT mice before and after 7 days of FTY720 treatment (n = 14 each time point). Pooled data from three experiments. Mean ± SEM. Two-tailed Student’s t test; *P < 0.05. (F) Immunoblot of Arc/Arg3.1 from recently migrated DCs (FITC+) and of LN-resident DCs (FITC−) from dLN after FITC skin painting and densitometric quantification normalized to actin. Pooled data from four experiments. There are five to eight WT mice per sorted cell sample. Mean ± SEM. Two-tailed Student’s t test; ***P < 0.001.

(WT) and Arc/Arg3.1−eGFP mice with FTY720 led to a 50% reduction of migDC frequency in sdLNs, which recovered after FTY720 discontinuation (P = 0.02; Fig. 2C). At the same time, FTY720 treatment significantly reduced Arc/Arg3.1−eGFP+ DCs as well as Arc/Arg3.1 mRNA in sdLNs (P = 0.004 [Fig. 2D], P = 0.04 [Fig. 2E]).

To pinpoint the fact that Arc/Arg3.1 expression functionally characterizes DCs that migrate from environmental interfaces into LNs, we used a skin contact sensitization model. After applying an organic solvent containing fluorescein isothiocyanate (FITC) on the ears of mice (26), recently migrated FITC+ DCs showed significantly higher Arc/Arg3.1 protein content in comparison to resident FITC− DCs in dLN (P < 0.001; Fig. 2F). Hence, we hypothesized that Arc/Arg3.1 expression might itself be involved in regulating migration.

**DCs rely on Arc/Arg3.1 for fast inflammatory migration**

To test whether DCs rely on the Arc/Arg3.1 protein function for steering migration, we used Arc/Arg3.1−deficient mice, which showed no a priori dysregulation of their peripheral immune cell composition (CD4+ and CD8+ T cells, natural killer and natural killer T cells, B cells, neutrophils, and macrophages) in steady state or 3 days after subcutaneous inflammatory challenge with complete Freund’s adjuvant (CFA; fig. S2, A and B). However, during CFA-induced inflammation, skin-descending CD103+ DCs were profoundly reduced among migDCs in dLN of Arc/Arg3.1−/− mice compared to WT controls (P = 0.002; Fig. 3A), whereas the other major migDC subsets LC and CD11b+ (8) were unaffected by Arc/Arg3.1 deficiency (fig. S2C). Notably, in the contact sensitization model, the frequency of recently migrated DCs was drastically reduced in Arc/Arg3.1−/− mice to about one-fifth of WT controls (P < 0.001; Fig. 3B). We ruled out fundamentally impaired DC development by analyzing frequencies of DC progenitors in the bone marrow (29) because we detected no differences in macrophage DC progenitors (lineage CD115+CD115+CD117+MHCII) and common DC progenitors (lineage CD115+CD115+CD117+MHCII) between Arc/Arg3.1−/− and WT mice (fig. S2D). Moreover, CCR7 surface expression was unaltered in total migDCs or specifically CD103+ migDCs from sdLNs of Arc/Arg3.1−/− mice compared to WT littermate controls (Fig. 3C). We also did not detect a significant reduction of skin-resident DCs (fig. S2E). Therefore, we concluded that Arc/Arg3.1−/− DCs show a migratory defect.

To investigate which specific aspect of migration is disturbed upon Arc/Arg3.1 disruption, we analyzed the motility of BMDCs by time-lapse imaging in microfabricated channels (30). We used BMDCs because they show migratory activity (18, 30), closely cluster with migDCs on a transcriptional level (31), and express Arc/Arg3.1 (Fig. 1, B and C). Notably, BMDCs from WT and Arc/Arg3.1−/− mice displayed a similar instantaneous velocity. However, WT BMDCs activated with lipopolysaccharide (LPS) exhibited a strong increase in migration speed (P < 0.001). By contrast, Arc/Arg3.1−/− BMDCs failed to increase migration speed upon activation (P < 0.001; Fig. 3D). We could exclude differences between Arc/Arg3.1−/− and WT BMDCs in respect of antigen uptake as measured by FITC-dextran ingestion (fig. S3A), LPS-induced maturation (MHC class II expression; fig. S3B) and activation (CD40, CD80, CD86, and CCR7 expression; fig. S3C), and calcium signaling (fig. S3D).

To directly compare migratory capacity in vivo, we loaded LPS-activated BMDCs of Arc/Arg3.1−/− and WT mice with different fluorescent dyes and injected them as an equal mix into the footpad of WT mice. Significantly less Arc/Arg3.1−/− BMDCs compared with WT BMDCs arrived at the draining popliteal LN (P < 0.001; Fig. 3, E and F). Accordingly, when injecting BMDCs from Arc/Arg3.1−/− mice in WT recipients, the fraction of recovered Arc/Arg3.1−/− DCs increased more than twofold in comparison to the fraction of Arc/Arg3.1−/− DCs in the initial input (P < 0.01; fig. S3G). Thus, we define an important function of Arc/Arg3.1 in controlling DC migratory properties under inflammatory conditions.

**Arc/Arg3.1 shapes DC morphology**

Because Arc/Arg3.1 is crucially involved in neuronal homeostasis and plasticity, processes that involve direct changes in actin dynamics (21, 22), we assessed the impact of Arc/Arg3.1 on the cytoskeletal machinery in DCs. We conducted phenotypic high-content screening monitoring morphology parameters in DCs in response to different inflammatory stimuli and observed alterations in cell size and shape of Arc/Arg3.1−/− BMDCs after LPS stimulation (Fig. 4A). Detailed analysis in validation experiments revealed that, whereas LPS-activated WT BMDCs presented as irregularly shaped cells with multiple protrusions, Arc/Arg3.1−/− BMDCs appeared as rather uniform cells with reduced area and decreased protrusions, which resulted in rounder cells with markedly reduced volume (P < 0.001 for all; Fig. 4, B and C). Notably, in analogy to our in vitro data, epidermal LCs analyzed in epidermal sheets from ear skin were
types were equipped with equal levels of surface integrins (CD29 and Arc/Arg3.1 subcellular level, we first interrogated gene expression changes of actin remodeling in the absence of Arc/Arg3.1.

To further decipher the role of Arc/Arg3.1 in DC migration on a activation (both Arc/Arg3.1+ cells) were determined in the input and recovered popliteal LN by flow cytometry. Two-tailed Student’s t test; ***P < 0.001. (F) Labeled BMDCs from Arc/Arg3.1−/− mice (n = 3) were injected in the footpad of WT mice (n = 8). Frequency of Arc/Arg3.1−/− eGFP+ cells was significantly reduced in size and perimeter that goes along with an increased circularity in Arc/Arg3.1−/− mice in comparison to WT mice (all P < 0.001; Fig. 4D). In addition, Arc/Arg3.1−/− BMDCs showed a marked defect in adhesion (P < 0.001 for bovine fibronectin and P = 0.004 for human fibronectin; Fig. 4E) that transduced to less RhO activation (P = 0.04; Fig. 4F) (32), although BMDCs from both genotypes were equipped with equal levels of surface integrins (CD29 and CD49e; fig. S4, A and B). Both findings are suggestive of disturbed actin remodeling in the absence of Arc/Arg3.1.

Arc/Arg3.1 regulates intracellular actin dynamics via nonmuscle Myosin

To further decipher the role of Arc/Arg3.1 in DC migration on a subcellular level, we first interrogated gene expression changes of BMDCs of respective genotypes. Only 45 gene transcripts were differentially regulated in a gene array of Arc/Arg3.1−/− and WT BMDCs (table S1), whereas among these gene transcripts, only Arc/Arg3.1 itself was associated with the Gene Ontology (GO) term “locomotion” (Fig. 5A). An additional gene array after LPS stimulation of BMDC did not reveal any further, differently regulated genes (table S1), nor was Arc/Arg3.1 itself induced by LPS or other pathogen [polynosinic-polycytidylic acid (polyI:C)], danger, and inflammatory signals [adenosine triphosphate (ATP)], calcium, glutamate, CCL19, CCL21, and tumor necrosis factor–α (TNF-α); fig. S5, A and B]. Likewise, Arc/Arg3.1 mRNA remained absent in LN-resident cDCs or pDCs after in vivo CFA application or ex vivo treatment of isolated splenic cDCs with LPS or polyI:C (fig. S5, C and D). Because we did not see any transcriptional change in Arc/Arg3.1 levels upon stimulation, we determined whether, in analogy to its neuronal function as an immediate-early gene (21), a rapid translation of Arc/Arg3.1 mRNA might lead to an increase in protein level. Immunoblot analysis did not reveal rapid changes in Arc/Arg3.1 protein expression after LPS activation (fig. S5E), and in total, we could not find evidence for Arc/Arg3.1 acting as a cytoskeletal regulator via changes in expression.

Therefore, we directly assessed actin remodeling during cell locomotion by staining filamentous actin (F-actin) with phalloidin during spontaneous migration (30). We performed our analyses in confined microchannels, which result in an amoeboid migration that is irrespective of dendritic protrusions (18). In this system, cells acquire the shape of the tubes into which they migrate, allowing comparisons of polymerized actin distribution (33). In our setup, we analyzed actin distribution in superimposed static images (>20 cells) to evidence general changes in actin distribution. We observed highly concentrated F-actin at the cell front in WT BMDCs, this actin polymerization was abolished in Arc/Arg3.1−/− BMDCs (both P < 0.001; Fig. 5B).

One of the key proteins involved in actin polymerization and depolymerization is cofilin. In migrating cells, cofilin is active at the leading edge of locomotor protrusions, and inhibition of its activity causes defects in protrusion, cell polarity, and migration (34). Arc/Arg3.1 has been proposed to modulate cofilin phosphorylation in neurons (22). However, we could not detect any difference in cofilin phosphorylation in BMDCs in the absence of Arc/Arg3.1 (fig. S5F).

Because translocation of MyoII to the cell rear is responsible for fast locomotion in DCs (35), we next determined whether MyoII activity is equally disturbed in Arc/Arg3.1−/− DCs. After activation with LPS, phosphorylated MyoII showed a marked increase in WT

Fig. 3. Arc/Arg3.1 is required for fast inflammatory DC migration. (A) Flow cytometry analysis of CD103+ DCs among migDCs in sdLNs in steady state and inflammation (3 days after CFA with MOG35–55 subcutaneously; n = 5 per group). Data from one of three experiments. Mean ± SEM. Two-tailed Student’s t test; **P < 0.01. (B) Flow cytometry analysis of FITC+ DCs in LN(s) and nondraining LN(s) after FITC ear-skin painting. Bar plot shows FITC+ DCs for WT and Arc/Arg3.1−/− (n = 7 per group) mice. Data from one of three experiments. Mean ± SEM. Two-tailed Student’s t test; ***P < 0.001. (C) Flow cytometry analysis of CCR7 MFI on migDC and CD103+ among migDCs isolated from sdLNs in microchannels. Bars represent mean. Data from one of three experiments. Mann–Whitney test; ***P < 0.001. (D and E) Labeled BMDCs were injected into the footpad of WT mice at a ratio of 1:1 and recovered from popliteal LNs. An example of WT BMDCs labeled with CFSE and Arc/Arg3.1−/− BMDCs labeled with eFlour670 is shown. Homing index shows relative recovery for each genotype (n = 10 each). (F) Data from one of three experiments. Mean ± SEM. Two-tailed Student’s t test; ***P < 0.001. (G) Labeled BMDCs from Arc/Arg3.1−/− mice (n = 3) were injected in the footpad of WT mice (n = 8). Frequency of Arc/Arg3.1−/− eGFP+ cells was determined in the input and recovered popliteal LN by flow cytometry. Two-tailed Student’s t test; **P < 0.01.
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BMDCs that was abrogated in Arc/Arg3.1−/− BMDCs, as recorded by flow cytometry (P = 0.008; Fig. 5C). Treatment of WT BMDCs with blebbistatin, an adenosine triphosphatase inhibitor of MyoII, abolished the increase in migratory speed after LPS activation, thereby
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**DISCUSSION**

Here, we show that, in the skin, Arc/Arg3.1 plays a key role in the immune system where it exclusively identifies migDCs. Furthermore, we demonstrate that Arc/Arg3.1 is critical for fast DC migration after

**Arc/Arg3.1 controls DC-driven allergic contact dermatitis**

After having established the importance of Arc/Arg3.1-dependent skin-DC migration for mounting an immune response in the EAE model, we lastly analyzed the importance of our finding in a model of allergic contact dermatitis, which is highly dependent on skin-DC migration. We topoically applied the hapten FITC to the abdominal skin of WT or Arc/Arg3.1−/− mice from which it is transported by migratory skin-DCs to the dLNs where they induce a hapten-specific T cell response (4, 14). After reapplying FITC to one ear 5 days later, we estimated the generation of hapten-specific effector T cells by measuring ear swelling reactions in comparison to the unchallenged contralateral ear. Ear swelling as a measure of delayed-type hypersensitivity reaction was massively reduced in Arc/Arg3.1−/− mice in comparison to WT littermate controls (P = 0.002; Fig. 6B) and reduced loss of body weight (P = 0.04; Fig. 6C) as well as substantially reduced infiltrating immune cells in the CNS at day 12 after immunization in comparison to WT littermate controls (P = 0.02; Fig. 6D and fig. S6A). Consistently, in dLNs, immune cell counts that primarily consist of clonally expanded T cells were reduced (P = 0.02; Fig. 6E), and MOG35–55-specific T cell recall response was attenuated in the absence of Arc/Arg3.1 (P = 0.007 for MOG35–55 (10 µg ml−1); Fig. 6F). Because T cell responsiveness was not altered when antibodies directed against CD3 were used, we could exclude a T cell–intrinsic defect in Arc/Arg3.1−/− mice (Fig. 6F). In addition, WT and Arc/Arg3.1−/− BMDCs showed the same capacity to stimulate MOG35–55–specific T cell receptor (2D2) transgenic CD4+ T cells (37) in vitro (fig. S6B). Thus, in vivo defective Arc/Arg3.1-dependent skin-DC migration leads to an amelioration of EAE, because MOG35–55–specific T cell priming in the draining inguinal LN is reduced in the absence of Arc/Arg3.1. This leads to less CD4+ T cell proliferation in the inguinal LN before EAE onset, and finally results in less leukocyte infiltration in the CNS at the peak of EAE severity.

**Arc/Arg3.1 has a functional impact on T cell stimulation and EAE**

Next, we determined to which extent skin-DCs rely on Arc/Arg3.1-dependent migration to mount autointen-specific T cell responses by subcutaneously immunizing mice with myelin oligodendrocyte glycoprotein peptide 35–55 (MOG35–55) in mycobacteria-based CFA to initiate EAE, the animal model of multiple sclerosis (36).

Arc/Arg3.1−/− mice showed a significantly ameliorated EAE disease course (P = 0.04; Fig. 6A) with reduced maximum disease score (P = 0.002; Fig. 6B) and reduced loss of body weight (P = 0.04; Fig. 6C) as well as substantially reduced infiltrating immune cells in the CNS at day 12 after immunization in comparison to WT littermate controls (P = 0.02; Fig. 6D and fig. S6A). Consistently, in dLNs, immune cell counts that primarily consist of clonally expanded T cells were reduced (P = 0.02; Fig. 6E), and MOG35–55–specific T cell recall response was attenuated in the absence of Arc/Arg3.1 (P = 0.007 for MOG35–55 (10 µg ml−1); Fig. 6F). Because T cell responsiveness was not altered when antibodies directed against CD3 were used, we could exclude a T cell–intrinsic defect in Arc/Arg3.1−/− mice (Fig. 6F). In addition, WT and Arc/Arg3.1−/− BMDCs showed the same capacity to stimulate MOG35–55–specific T cell receptor (2D2) transgenic CD4+ T cells (37) in vitro (fig. S6B). Thus, in vivo defective Arc/Arg3.1-dependent skin-DC migration leads to an amelioration of EAE, because MOG35–55–specific T cell priming in the draining inguinal LN is reduced in the absence of Arc/Arg3.1. This leads to less CD4+ T cell proliferation in the inguinal LN before EAE onset, and finally results in less leukocyte infiltration in the CNS at the peak of EAE severity.
inflammatory activation in vitro and in vivo. Mechanistically, the morphologic phenotype revealed disrupted cytoskeletal architecture with markedly reduced protrusions in the absence of Arc/Arg3.1. On a subcellular level, detailed analysis of actin dynamics during actual DC migration revealed a decreased actin polymerization that was accompanied by less phosphorylation of MyoII. In preclinical models, we provide evidence that the impaired fast DC migration in response to inflammatory signals resulted in insufficient T cell priming, which is reflected in an ameliorated EAE disease course of Arc/Arg3.1–/– mice and less skin contact hypersensitivity reaction (see graphical summary; fig. S7).

Our results of diminished dendrites in Arc/Arg3.1–/– DCs favor the notion that, beyond appearance, both neurons and migDCs rely on Arc/Arg3.1 in forming their elaborate branches (38). These protrusions largely consist of actin bundles, and Arc/Arg3.1 has been hypothesized to influence actin dynamics in neuronal dendrites (21), but Arc/Arg3.1 has never been reported to regulate migration of neurons. Notably, we found that actin-dependent spatial contractility was severely disturbed in DCs in the absence of Arc/Arg3.1, with an abrogated intracellular actin polymerization at the cell rear that is important to increase migratory speed after activation with LPS (33). In neurons, acute inhibition of Arc/Arg3.1 synthesis induces dephosphorylation of cofilin to facilitate actin-dependent glutamate receptor trafficking during synaptic plasticity (22). However, in DCs, we did not detect Arc/Arg3.1-dependent cofilin phosphorylation after LPS treatment but, instead, demonstrated that Arc/Arg3.1 regulates DC migration speed via MyoII phosphorylation and its actomyosin coupling (39).

DCs deficient in genes that regulate actin dynamics or network architecture, such as the Rho guanosine triphosphatases Rac1, Rac2, and Cdc42 or the Wiskott-Aldrich syndrome protein (WASp), formin mammalian Diaphanous-related 1 (mDia), Deducator of cyto- tokinesis 8 (DOCK8), or the actin-nucleating complex Arp2/3, impair all modes of DC migration (40). Moreover, these proteins are abundantly expressed in other migrating immune cell populations and show no exclusivity for DC migration. Although other proteins such as Eps8 (41) or fascin-1 (42) are less abundant in other immune cells, they are still not exclusive to migDCs. By contrast, Arc/Arg3.1 determines the transition from steady state to fast DC locomotion during inflammation and is highly specific for migDCs. Together with the observation that Arc/Arg3.1 was not inducible in other DCs, such as LN- or spleen-resident cDCs, upon inflammatory challenge, this suggests a context-dependent functional specialization of the different skin-DC subsets or possibly a unique ontogeny of migDCs.

We also demonstrate that the presence of Arc/Arg3.1 at steady state or after LPS activation does not result in transcriptional changes, implying that the Arc/Arg3.1-dependent transition to fast migration does not require a change in the genetic program of migrating DCs. Therefore, Arc/Arg3.1 acts as an immediate switch in migDCs to quickly change their morphodynamic modes in response to changing environmental cues.

Because we found that inflammatory DC migration in vivo and in vitro is massively impaired in the absence of Arc/Arg3.1, it is unexpected that DC migration in steady state is only marginally inhibited. This might imply that the tightly regulated coordination of migDC migration speed holds information itself, which is read by T cells and codetermines their activation state as indicated by a diminished T cell response in EAE and a model of allergic contact dermatitis. Because generation of T cell responses in both preclinical
models essentially depends on antigen presentation in the LN by recently migrated skin-DCs (43, 44), we assume that Arc/Arg3.1 knockout (KO) mice show a general deficit in T cell activation toward any inflammatory antigen challenge introduced onto or into the skin. In this context, it has become apparent that distinct skin-DC subsets are pivotal for mounting T cell responses in different inflammatory scenarios. For example, CD103+ migDCs have been shown to induce encephalitogenic CD4+ T cells after subcutaneous immunization with MOG33–55 in CFA (44), which is in line with our finding of reduced CD103+ migDCs with unaltered LCs and CD11b+ migDCs in Arc/Arg3.1 KO mice after subcutaneous immunization that results in insufficient CD4+ T cell priming.

However, our study has limitations and leaves several questions unresolved. Although our studies demonstrate strongly impaired skin-DC migration in the absence of Arc/Arg3.1 in FITC ear painting and drastically reduced allergic contact dermatitis reaction, which are two alternative models that have been shown to rely on different skin-DC subsets other than CD103+ migDCs, particularly epidermal LCs and dermal Langerin+ DCs (9), we have not formally proven that migration in these subsets also depends on Arc/Arg3.1. However, in agreement with the assumption of a broader impact of Arc/Arg3.1 on inflammatory migration in other skin-DC subsets including LCs, we can show that Arc/Arg3.1 is expressed in all migratory skin-DC subsets, and we observed broad migratory and morphological defects in BMDCs. Furthermore, epidermal LCs of Arc/Arg3.1 KO mice showed morphological defects in situ, making functional dependency on Arc/Arg3.1 highly likely. Therefore, additional studies will have to determine the impact of Arc/Arg3.1 on inflammatory migration of each skin-DC subset in more detail and clarify the existence and possible functions of Arc/Arg3.1+ migDCs at other host-environment interfaces, that is, the lung and the intestine. In addition, technical limitations prevented the use of freshly isolated primary migDCs in our in vitro migration assays. Therefore, we had to rely on BMDCs, which contain various DC subsets (31), among those migDCs that show clear migratory capacities (18, 30). In the future, it will be important to establish in vitro migration assays, which can be used with low numbers of freshly isolated migDCs. Moreover, during inflammation, we observed unaltered numbers of resident lymphoid tissue cDCs, although it is believed that some LN-“resident” cDCs are activated by invasion of highly activated migDCs from the surrounding tissue (16). This might be explained by rapid replenishment via the bloodstream (45), but this was not directly resolved in our study.

The coordination of DC subsets and the timing of LN arrival resemble the intricate cellular interactions and signaling networks in the nervous system, in which signal quality and the timing and processing of input signals determine the output, such as neuronal memory formation in which Arc/Arg3.1 is fundamentally involved (21, 46). At the same time, this highlights the importance of our finding because targeting the migDC-specific Arc/Arg3.1 molecule or modifying other means of slowing DC migration or antigen delivery could offer therapeutic possibilities in aberrant immune responses or immunotherapy (47). The importance of proper DC migration for generating T cell responses in humans is best illustrated by an increase in susceptibility to tuberculosis in carriers of an ASAP1 gene variant, which results in impaired DC migration (48). Thus, migration represents one of the important factors dictating successful pathogen responses and vaccine efficacy. Selectively
pulsing Arc/Arg3.1+ migDCs, which show superior migratory capacity, might allow a more efficient antigen delivery in subcutaneous or intradermal vaccination strategies for immunotherapies of patients with chronic infections (49) or tumors (50).

Moreover, we adopt a recently formulated need for a function-driven DC classification (9). In this context, in the skin, Arc/Arg3.1 functions as a suitable marker that defines the subset of migrating DCs on the basis of their migratory ability and not on unstable cell surface markers. This is in line with a proposed functional classification for other specialized DC subsets such as XCR1 for cross-presenting DCs (51). More controversy exists on whether recently identified transcription factors (15) and transcriptional networks can reveal DC subset specialization by ontogeny (17, 31, 52). However, this approach neglects the immanent high potential of DCs to adopt and change in response to microenvironmental changes and tissue-specific transcriptional imprinting (53). Defining functional DC subsets is highly relevant for clinical translation because ex vivo antigen-pulsed DCs are already in clinical use, for example, as a cancer vaccine (54). Preselecting DCs with advanced migratory capacities will likely enhance vaccination efficacy.

Together, we show that the “neuronal” protein Arc/Arg3.1 is required for fast DC migration because it facilitates actin remodeling in response to inflammatory stimuli and enables the identification of migrating DCs in the skin via their exclusive expression of Arc/Arg3.1 that might be used for DC-based immunotherapy (47).

**MATERIALS AND METHODS**

**Study design**

The aim of this study was to characterize and elucidate the molecular, cellular, and immunological role of Arc/Arg3.1 in DC migration from the skin to dLNs. The experimental design involved histologic, cellular, and biofluidic analyses using cells and tissues from WT with paired age- and sex-matched Arc/Arg3.1 loss-of-function mutations in mice. To ensure adequate power to detect an effect size, the effect size was first calculated on the basis of pilot experiments and then used in power analysis. For analysis of in vivo immunological implications of Arc/Arg3.1 loss of function, we performed preliminary experiments to determine requirements for sample size to minimize animal numbers. Animals were assigned randomly to EAE and allergic contact dermatitis experimental groups, and experiments were performed blinded to genotype and/or condition. When possible, the rater was also blinded to genotype or condition in all forms of data analysis. All experiments were approved by the local ethics committee (Behörde für Soziales, Familie, Gesundheit und Verbraucherschutz in Hamburg; G68/11, G15/081, and Org713).

**Mice**

We purchased C57BL/6 mice from the Jackson Laboratory, and Arc/Arg3.1−/− mice (46), Ccr7−/− mice (26), Arc/Arg3.1eGFP mice (25, 55), and 2D2 transgenic mice (37) were previously described. We held the mice under pathogen-free conditions. We used gender- and age-matched mice between 6 and 14 weeks of age for each experiment, with respective littermate control mice on a C57BL/6 background.

**Cell preparation and culture condition**

We isolated cells from the CNS, spleen, and bone marrow, as previously described (36, 56). We obtained DCs from sdLNs by first mechanically disrupting the tissue before digesting it in collagenase D (1.25 mg ml−1; Roche) and deoxyribonuclease I (50 μg ml−1; Roche) for 35 min and gently shaking it at 37°C, adding 10 μM EDTA (Sigma-Aldrich) for the last 5 min. After homogenizing the tissue through a 40-μm cell strainer (BD Biosciences) and washing it with ice-cold phosphate-buffered saline (PBS), we pelleted cells (300g for 7 min at 4°C). For cell culturing, we used complete medium [10% fetal calf serum, 50 μM 2-mercaptoethanol, and penicillin/streptomycin (100 U ml−1) in RPMI 1640]. Stimulation with LPS (100 ng ml−1) was performed for 30 min, unless stated differently.

**Generation of BMDCs**

We obtained bone marrow from 6- to 12-week-old mice as described previously (57). Briefly, cells were homogenized through 40-μm cell strainers (BD Biosciences) and incubated in red blood cell lysis buffer (0.15 M NH₄Cl, 10 mM KCl, and 0.1 mM Na₂EDTA in double-distilled H₂O at pH 7.4) for 5 min. We cultured the remaining cells in 100-ml cell culture flasks (Sarstedt) in mouse complete medium containing granulocyte-macrophage colony-stimulating factor (GM-CSF; 20 ng ml−1) (PeproTech). We changed the medium every other day by carefully replacing the supernatant with fresh medium containing GM-CSF (20 ng ml−1). We harvested semiadherent BMDCs on day 7, unless stated differently. For microchannel analysis only, we prepared BMDCs as described previously (30).

**Inhibition of DC migration in vivo**

We added fingolimod hydrochloride (FTY720; 3.5 μg ml−1) (Sigma-Aldrich) to the drinking water of C57BL/6 or Arc/Arg3.1eGFP mice (27) for 7 days before anesthetizing and killing them to analyze sdLNs. For recovery, we discontinued FTY720 treatment after 7 days in a different group of mice and fed normal drinking water for 7 consecutive days before anesthetizing and killing the mice to analyze sdLNs.

**In vivo DC migration**

We anesthetized mice for 5 min and painted their ears with 30 μl of 1% FITC (Sigma-Aldrich) in a carrier solution of acetone/dibutyl phthalate (1:1; Sigma-Aldrich and J. T. Baker) adapted from (27, 58). After 20 hours, we collected dLNs and nondraining inguinal LNs and obtained single-cell suspensions, as described above. They were stained for CD11c and analyzed by flow cytometry after LIVE/DEAD staining.

**Competitive DC migration in vivo**

We concentrated BMDCs of respective genotypes at 2 × 10⁷ cells ml⁻¹ in PBS and labeled them with either 2.5 μM carboxyfluorescein succinimidyl ester (CFSE; Invitrogen) or 2.5 μM eFluor670 (eBioscience) for 10 min at 37°C before stopping the reaction with 5× volume of ice-cold mouse complete medium for 5 min on ice. We stimulated BMDCs with LPS (100 ng ml⁻¹) for 30 min at 37°C, washed them twice, mixed them in equal numbers, and adjusted the cells to a concentration of 6 × 10⁷ cells ml⁻¹. To rule out any dye-specific effects, in each experiment, cells from both genotypes were labeled vice versa, and a third mix with cells labeled in both colors was added as control. After checking the actual input ratio of labeled cells by flow cytometry, we injected 20 μl of the mix in the footpad of C57BL/6 mice. After 18 hours, we collected the draining popliteal and nondraining inguinal LNs and analyzed migrated cells by flow cytometry. For each genotype, we calculated
We stimulated BMDC with LPS (100 ng ml\(^{-1}\)) in complete medium supplemented with GM-CSF (50 ng ml\(^{-1}\)) containing supernatant obtained from transfectected J558 cells. We prepared microchannels as described previously (60). Briefly, polydimethylsiloxane (PDMS) (GE Silicones) was used to prepare 8-µm by 5-µm microchannels. We coated their surface with bovine plasma fibronectin (10 µg ml\(^{-1}\); Sigma) for 1 hour and then washed the surface three times with PBS before seeding of 1 × 10\(^5\) BMDCs in complete medium supplemented with GM-CSF (50 ng ml\(^{-1}\))-containing supernatant obtained from transfectected J558 cells. We imaged migrating BMDCs for 16 hours on an epifluorescent video microscope Nikon TiE equipped with a cooled charge-coupled device camera (HQ2, Photometrics) with an objective of 10×. A frequency of acquisition of one image per 2 min of transmission phase was used. We generated kymographs of the migrating cells by subtracting the mean projection of the whole movie to each frame, generating clear objects in dark background that were analyzed using a custom program, as we described previously (30). Blebbistatin (Tocris) was used at a concentration of 50 µM.

Migration speed measurement in microchannels
We performed DC migration in microchannels as described previously (60). Briefly, polydimethylsiloxane (PDMS) (GE Silicones) was used to prepare 8-µm by 5-µm microchannels. We coated their surface with bovine plasma fibronectin (10 µg ml\(^{-1}\); Sigma) for 1 hour and then washed the surface three times with PBS before seeding of 1 × 10\(^5\) BMDCs in complete medium supplemented with GM-CSF (50 ng ml\(^{-1}\))-containing supernatant obtained from transfectected J558 cells. We imaged migrating BMDCs for 16 hours on an epifluorescent video microscope Nikon TiE equipped with a cooled charge-coupled device camera (HQ2, Photometrics) with an objective of 10×. A frequency of acquisition of one image per 2 min of transmission phase was used. We generated kymographs of the migrating cells by subtracting the mean projection of the whole movie to each frame, generating clear objects in dark background that were analyzed using a custom program, as we described previously (30). Blebbistatin (Tocris) was used at a concentration of 50 µM.

Actin distribution during migration
We performed DC migration in microchannels as described previously (60). Briefly, polydimethylsiloxane (PDMS) (GE Silicones) was used to prepare 8-µm by 5-µm microchannels. We coated their surface with bovine plasma fibronectin (10 µg ml\(^{-1}\); Sigma) for 1 hour and then washed the surface three times with PBS before seeding of 1 × 10\(^5\) BMDCs in complete medium supplemented with GM-CSF (50 ng ml\(^{-1}\))-containing supernatant obtained from transfectected J558 cells. We imaged migrating BMDCs for 16 hours on an epifluorescent video microscope Nikon TiE equipped with a cooled charge-coupled device camera (HQ2, Photometrics) with an objective of 10×. A frequency of acquisition of one image per 2 min of transmission phase was used. We generated kymographs of the migrating cells by subtracting the mean projection of the whole movie to each frame, generating clear objects in dark background that were analyzed using a custom program, as we described previously (30). Blebbistatin (Tocris) was used at a concentration of 50 µM.

DC high-content image analysis
We harvested BMDCs on day 6, stimulated them with LPS (100 ng ml\(^{-1}\)) for 1 hour, and plated 1 × 10\(^5\) cells per well on poly-d-lysine (10 ng ml\(^{-1}\); Sigma)-precoated, 96-well µClear cell culture plates (Greiner Bio One). We stimulated BMDC with LPS (100 ng ml\(^{-1}\)), CCL19 (100 ng ml\(^{-1}\)), polyIC (100 µg ml\(^{-1}\), polyC (100 µg ml\(^{-1}\)), TNF-α (10 ng ml\(^{-1}\)), or GM-CSF (20 ng ml\(^{-1}\)) for 16 hours before fixing adherent cells with 4% PFA. After permeabilization with 0.1% Triton X-100, we stained the cells for 30 min with rhodamine phalloidin (Molecular Probes) in PBS containing 1% bovine serum albumin (BSA). Nuclear staining was performed with Hoechst 33258 (Invitrogen). We analyzed cells on an Opera High Content Imaging System, in combination with the Columbus Image Data Storage and Analysis System (PerkinElmer). Automated imaging was performed with an objective of 60× and a sublayout with 35 image fields per well (covering representative and defined parts of the wells), resulting in image acquisition rates of about 60 cells per well. The image analysis algorithm sequence was generated with Columbus building blocks.

Immunocytofluorescence of BMDCs
We harvested BMDCs on day 6 and cultured them on poly-d-lysine (10 ng ml\(^{-1}\); Sigma)-precoated coverslips at a concentration of 2 × 10\(^5\) ml\(^{-1}\) in the presence of LPS (100 ng ml\(^{-1}\)) in a 24-well plate for 16 hours. We fixed adherent BMDCs with 4% PFA. After permeabilization with 0.1% Triton X-100, we stained the cells for 30 min with rhodamine phalloidin (Molecular Probes) in PBS containing 1% BSA. Coverslips were placed on object slides and embedded in Immu-Mount (Thermo Scientific). We took Z-stack images of whole BMDCs with a predefined step size on a confocal laser scanning microscope (Zeiss LSM 700; objective, 40×). To determine cell volume, we reconstructed the cell bodies by three-dimensional rendering using Imaris software (Bitplane) and calculated the volumes by ImageJ software. Blinded to genotype, we obtained area, perimeter, and circularity (4π × area × perimeter\(^{-1}\); range, 0 to 1) from maximum projections using ImageJ64 software.

Immunohistochemistry of LCs in ear skin
After depilating the ear skin, we cut off the ears, separated dorsal and ventral sheet manually, and incubated them in 10 µM EDTA in PBS for 1.5 hours before we fixed the tissue in 4% PFA. We blocked the tissue with 300 mM glycine, 3% BSA, and Fc-receptor block (1:1000 rat anti-mouse anti-CD16/CD32; clone 93, BioLegend) before immunostaining with MHC class II (1:100 rat anti-mouse I-A/I-E; clone M5/114.15.2, BioLegend) overnight at 4°C. We mounted the tissue in mounting medium containing DAPI, took images on a confocal laser scanning microscope, and obtained cell area and perimeter using ImageJ64 software. Circularity was calculated as described previously.

DC adhesion
We coated 96-well flat-bottom, non–tissue culture–treated plates with 100 µl of PBS containing 1% BSA (PAA Laboratories), bovine fibronectin (50 µg ml\(^{-1}\); Sigma-Aldrich), or human fibronectin (30 µg ml\(^{-1}\); Sigma-Aldrich) per well overnight at 37°C and performed assays with modifications from previous description (61). We harvested BMDCs and rested them in a serum-free medium containing GM-CSF (20 ng ml\(^{-1}\)) for 2 hours at 37°C. Meanwhile, we blocked the precoated plates with PBS containing 1% BSA for 1 hour at 37°C. We plated 200 µl from 1 × 10\(^6\) cells ml\(^{-1}\) in complete mouse medium containing GM-CSF (20 ng ml\(^{-1}\)) and incubated them for 3 hours at 37°C. For all conditions, triplicates were performed. Nonadherent cells were removed by washing them three times with serum-free medium. We fixed adherent cells in 2% PFA in PBS, stained them with 0.1% crystal violet (Sigma-Aldrich) for 25 min at room temperature, and removed excess stain by running them under water. Before drying, stained cells were photographed for representative image using an inverted Olympus CKX41 microscope equipped with an Olympus live-view digital SLR camera E-330. We lysed air-dried cells in PBS containing 0.5% Triton X-100 (Carl Roth) overnight in the dark. We determined adherent cells by measuring optical density at 595 nm using a universal microplate analyzer (Fusion-Alpha FPHT, PerkinElmer).

Antigen uptake
We stimulated BMDCs with LPS (100 ng ml\(^{-1}\)) for 30 min and incubated stimulated and unstimulated controls at 1 × 10\(^6\) cells ml\(^{-1}\) with FITC-dextran (1 mg ml\(^{-1}\); Sigma-Aldrich) at either 4° or 37°C. After 2 hours, phagocytosis was stopped with ice-cold PBS, and flow cytometry analysis of fluorescence intensity in FITC was performed.

Calcium imaging in DC
We incubated BMDCs with 4 µM 4-Fluor AM (Life Technologies) for 15 min at 37°C and 15 min at room temperature before washing them three times with complete mouse medium. After spinning
cells down, we resuspended them in Hepes-buffered saline medium and measured emitted fluorescence at room temperature on a flow cytometer (excitation, 488 nm; detection, band-pass filter 530/30) before and after adding thapsigargin with a final concentration of 200 μM.

**Gene array**

For gene expression analysis, we incubated 1.5 × 10⁶ BMDCs from WT and Arc/Arg3.1−/− mice for 30 min with medium or LPS (100 ng ml⁻¹), washed them three times with medium, and incubated the cells again in medium for 1 hour before pelleting (n = 3 per group). The array was performed on GeneChip Mouse Gene 2.0 ST (Affymetrix) and processed as previously described (62). We performed statistical analysis by moderated t test corrected for multiple comparisons using the Benjamini-Hochberg method and identified differentially expressed candidate genes by a fold change of ≥2 and a false discovery rate-corrected P < 0.05. The gene array data were deposited in the Gene Expression Omnibus database (accession number: GSE71937).

**EAE induction**

We induced EAE as previously described (36). Briefly, we immunized mice subcutaneously with 200 μg of MOG35-55 (Schafer-N) emulsified in CFA (BD Diço) containing heat-inactivated Mycobacterium tuberculosis (BD Diço) at 4 mg ml⁻¹ into two sites of the hind flanks, followed by intravenous injection of 200 ng of pertussis toxin (Bordetella pertussis; Merck Biosciences) in PBS, which was repeated 48 hours later. Blinded to genotype, we weighed and scored mice daily for clinical signs by the following system: 0, no clinical deficits; 1, tail weakness; 2, hindlimb paresis; 3, partial hindlimb paralysis; 4, full hindlimb paralysis and forelimb paresis; 5, premorbid or dead. We killed mice at a score ≥4.

**T cell restimulation**

For analysis of T cell proliferation, we immunized mice with MOG35-55 in CFA (as described previously), prepared single-cell solutions from dLNs on day 8, and cultured triplicates of 2 × 10⁵ leukocytes per well in 96-well plates in the presence of different concentrations of MOG35-55 peptide or anti-CD3 (145-2C11, eBioscience). After 3 days, we pulsed the plates with 1 μCi [methyl-³H]thymidine (Amersham) per well for 16 hours, before we harvested, spotted, and measured incorporation of [methyl-³H]thymidine uptake, as described previously.

**Stimulation of BMDCs**

We incubated 1 × 10⁶ BMDCs of Arc/Arg3.1−GFP mice with ATP (250 μM, Sigma-Aldrich), CCL19 (200 ng ml⁻¹, PeproTech), CCL21 (200 ng ml⁻¹, PeproTech), calcium (1 μM, Sigma-Aldrich), glutamate (1 mM, Sigma-Aldrich), high-molecular weight poly(LC (10 μg ml⁻¹, Invivogen), low-molecular weight poly(LC (10 μg ml⁻¹, Invivogen), LPS (100 ng ml⁻¹, PeproTech), and TNF-α (10 ng ml⁻¹, PeproTech) for 2 and 4 hours. We analyzed stimulated cells in flow cytometry for Arc/Arg3.1−GFP, CD40 and CD80 expression and calculated fold change relative to unstimulated control.

**Phosphorylation of nonmuscle Myosin**

We stimulated 1 × 10⁶ BMDCs with LPS (100 ng ml⁻¹) or medium for 1 hour at 37°C. After incubation, cells were immediately fixed with equal volume of cytofix buffer (BD Bioscience) for 10 min at 37°C and permeabilized with Perm Buffer III for 30 min on ice (both BD Bioscience). We stained the cells with phosphomyosin light chain antibody (1:300, Cell Signaling 3672) and species-specific secondary antibody in Cy3 (1:500; Jackson ImmunoResearch 711-165-152). As control, we included unstained samples and samples stained with rabbit immunoglobulin G (1:300, Sigma-Aldrich) and secondary antibody. We acquired fluorescence intensity with flow cytometry.

**RhoA activation**

We seeded triplicates of 1.5 × 10⁶ BMDCs in flat-bottom, 12-well plates precoated with 500 μl of PBS containing 1% BSA (PAAL Laboratories) and human fibronectin (20 μg ml⁻¹ per well; Sigma-Aldrich) overnight at 37°C. After 1-hour incubation, we determined active RhoA by using a luminescence-based enzyme-linked immunoassorbent assay (ELISA) kit containing antibodies that specifically recognize the guanosine 5′-triphosphate–bound fraction of the protein (G-LISA, Cytoskeleton). We proceeded according to the manufacturer’s protocol. We adjusted protein concentration in lysates to 1 mg ml⁻¹ and used 50 μg per triplicate. The kit included a standard that allowed us to generate quantitative results.

**Immunoblot**

We performed immunoblotting on whole-cell lysates. Equal protein amounts were subjected to SDS–polyacrylamide gel electrophoresis and transferred to nitrocellulose. After blocking, we incubated the membranes with antibodies directed to Arc/Arg3.1 (mouse, 1:4000; Worley Lab) as previously described (63), collagen (mouse, 1:3000; #612144, BD Transduction Laboratories), phosphorylated collagen (hSer 3-R, 1:3000; sc-12912-R, Santa Cruz Biotechnology), or actin (rabbit, 1:3000; Cell Signaling) overnight at 4°C.
and washed and incubated them with a species-specific secondary antibody (1:20,000 to 1:50,000; LI-COR Biosciences) for 1 hour at room temperature. Labeling was visualized using enhanced chemiluminescence (LI-COR Biosciences). Quantification was carried out by densitometry using ImageJ software. For uncropped immunoblots, see fig. S8.

**qRT-PCR for measuring mRNA expression**

We purified RNA with the RNeasy Mini or Micro Kit (Qiagen) and synthesized complementary DNA (cDNA) with RevertAid H Minus First Strand cDNA Synthesis Kit (Fermentas) and diluted cDNA to a 1:5 ratio in H2O for analysis. For tissue lysates, we used QIAshredder (Qiagen) for homogenization. For quantitative real-time polymerase chain reaction (qRT-PCR), we used TaqMan Gene Expression Assays (Life Technologies) and performed all analyses in triplicates: Mm01204954_g1 (mouse Arc, sample) and TATA-binding protein as endogenous control Mm00446971_m1 (mouse tbp, reference). In some qRT-PCRs, we used Universal ProbeLibrary from Roche with CD11c+ cells by taking multiple representative images of 10 to 13 fields with a Leica DMD108 microscope and quantified the number of conjugated anti-Armenian hamster (1:300). We analyzed the sections – incubated the slides for 1 hour with an anti-CD11c antibody (1:100; sections). We performed antigen retrieval with an EDTA buffer and cast it in paraffin, and cut it on a vibratome in 3-

**Immune cell identification strategies**

For flow cytometry analysis and fluorescent cell sorting, we identified immune cell subsets in the sdLN and spleen (unless depicted differently) from live CD45+ singlets: B cells (CD19+ CD3−), T cells (CD3+ CD19−), DCs (CD11c+CD19−), migratory DCs (SSC<hi> FSC<hi> MHCI<hi>CD11c<inter>), cDCs (SSC<hi> FSC<hi>CD11c<hi> MHCI<lo>), pDCs (CD11c<hi>PDCA1<hi>), and lymphocytes (FSC<lo>SSC<lo> autofluorescence<lo>CD45<lo>CD11c<lo>). For gating strategies, see fig. S9.

**Statistical analysis**

We performed all statistical tests using GraphPad Prism or R bioconductor. Most values are expressed as means ± SEM, unless stated differently. Where indicated, we analyzed for significance by using analysis of variance (ANOVA) with appropriate post hoc analysis for multiple groups, via a two-sided Student’s t test or the Mann-Whitney test. Moderated F test and the Benjamini-Hochberg method were used for bioinformatics. We considered *P < 0.05 as significant and **P < 0.01 and ***P < 0.001 as highly significant. Original exact values for each data point in the present figures can be gathered from table S2.

**SUPPLEMENTARY MATERIALS**

immunology.sciencemag.org/cgi/content/full/1/3/eaa8665/DC1

Fig. S1. Arc/Arg3.1 is expressed in various miDC subsets.

Fig. S2. Unaltered immune cells and progenitors in Arc/Arg3.1−/− mice.

Fig. S3. Arc/Arg3.1 does not influence antigen uptake, maturation, or calcium signaling in DCs.

Fig. S4. Normal distribution of integrins in the absence of Arc/Arg3.1.

Fig. S5. Arc/Arg3.1 is not induced by DC stimulation and has no influence on collagen phosphorylation.

Fig. S6. Ameliorated EAE disease course but normal T cell stimulation in the absence of Arc/Arg3.1.

Fig. S7. Graphical summary of our findings.

Fig. S8. Uncropped immunoblots.

Fig. S9. Flow cytometry gating strategies.

Table S1. BMDC microarray data.

Table S2. Exact values.
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Neuropilin-1 expression in adipose tissue macrophages protects against obesity and metabolic syndrome

Ariel Molly Wilson,1,2 Zhuo Shao,1 Vanessa Grenier,1 Gaëlle Mawambo,1 Jean-François Dau delin,3 Agnieszka Dejda,1,4 Frédérique Pilon,4 Natalija Popovic,4 Salix Boulet,3 Célia Parinot,1 Malika Oubaha,1 Nathalie Labrecque,3 Vincent de Guire,1 Mathieu Laplante,5 Guillaume Lettre,6 Florian Sennlaub,7 Jean-Sebastien Joyal,8 Michel Meunier,2 Przemyslaw Sapieha1,4*

Obesity gives rise to metabolic complications by mechanisms that are poorly understood. Although chronic inflammatory signaling in adipose tissue is typically associated with metabolic deficiencies linked to excessive weight gain, we identified a subset of neuropilin-1 (NRP1)-expressing myeloid cells that accumulate in adipose tissue and protect against obesity and metabolic syndrome. Ablation of NRP1 in macrophages compromised lipid uptake in these cells, which reduced substrates for fatty acid β-oxidation and shifted energy metabolism of these macrophages toward a more inflammatory glycolytic metabolism. Conditional deletion of NRP1 in LysM Cre-expressing cells leads to inadequate adipose vascularization, accelerated weight gain, and reduced insulin sensitivity even independent of weight gain. Transfer of NRP1+ hematopoietic cells improved glucose homeostasis, resulting in the reversal of a prediabetic phenotype. Our findings suggest a pivotal role for adipose tissue–resident NRP1+ expressing macrophages in driving healthy weight gain and maintaining glucose tolerance.

INTRODUCTION

Obesity and its ensuing sequelae of metabolic syndrome, type 2 diabetes mellitus, and cardiovascular complications are in global pandemic (1). During weight gain in response to excessive caloric intake, lipid overload in adipose tissue triggers classical macrophage polarization, cytokine release, systemic inflammation, local proliferation of adipose tissue macrophages (ATMs), and infiltration of circulating monocytes, which in concert are believed to contribute to systemic complications such as insulin resistance (2–5). This has led to a generalized association between inflammation, macrophage activation, and the pathogenesis of metabolic diseases (6). Yet, subsets of ATMs have also been suggested to participate in lipid trafficking within adipose tissue (7), and adipose tissue inflammation itself has been proposed to be an adaptive response permitting effective storage of excess nutrients (8). These divergent views on adipose tissue inflammation highlight the need to tease out the characteristics of both beneficial and detrimental inflammatory processes during weight gain.

Protective adipose inflammation may be necessary for adequate tissue plasticity and angiogenesis given the role of mononuclear phagocytes in tissue remodeling and vascular growth (9, 10). Fat pads necessitate a stable and dynamic vascular plexus to couple metabolic supply to adipocyte demands during hypertrophy and hyperplasia; thus, angiogenesis has been proposed to be a prerequisite for adipose tissue expansion (11). Adipose vasculature also plays a key role in fatty acid (FA) transport from circulation in part through vascular endothelial growth factor B (VEGF-B)–induced FATP3 up-regulation (12). Binding of VEGF-B to VEGF receptor 1 (VEGFR1) and its co-receptor neuropilin-1 (NRP1) increases endothelial lipid uptake. NRP1 is a multigand single-pass transmembrane receptor originally identified as an adhesion molecule and later as a receptor for neuronal guidance cues. NRP1 is now also well recognized for its roles in angiogenesis and maintenance of vessel integrity (13–15). Monocytes/macrophages expressing NRP1 are proangiogenic and facilitate neo-vascularization in the mature central nervous system (CNS) and in tumors (16, 17). Given the roles of NRP1 in angiogenesis (14, 15), lipid uptake (12), and the propensity of NRP1+ macrophages to promote vascularization (16, 17), we investigated the implication of NRP1-expressing myeloid cells in obesity.

Here, we show that NRP1-expressing ATMs are critical mediators of protective inflammation during weight gain. Our data reveal that within the myeloid lineage, NRP1 is most abundantly expressed by ATMs where it regulates FA availability for β-oxidation. ATMs devoid of NRP1 are less efficient at internalizing lipids and shift their metabolism toward carbohydrate-based glycolysis. As a consequence of their dependence on glycolysis, NRP1-deficient macrophages take on a proinflammatory M1-like phenotype, further contributing to metabolic dysfunction. Ultimately, NRP1-expressing myeloid cells influence glucose tolerance and insulin sensitivity, even before excessive weight gain.

RESULTS

NRP1-expressing macrophages accumulate in adipose tissue during diet-induced obesity

We investigated expression profiles of Nrp1 in myeloid cells with data from the immunological consortium ImmGen (Immunological Genome Project) (18). Nrp1 was robustly expressed in ATMs compared...
with other steady-state tissue-resident macrophages, monocytes, and neutrophils (Fig. 1A). These data pointed to a potential role of NRP1+ macrophages in adipose tissue homeostasis.

We therefore placed adult (8-week-old) C57BL/6 mice on high-fat diet (HFD) (59% fat calories) for 10 weeks, investigated ATM populations by fluorescence-activated cell sorting (FACS), and kept age-matched controls for the same duration on regular diet [normal chow diet (NCD); 18% fat calories]. All ATMs in this study were collected from visceral white adipose tissue (VAT) located in the peritoneal cavity. In accordance with other studies, an increase in ATMs was detected in adipose tissue of HFD-fed mice when compared with age-matched controls on NCD (Fig. 1A). This was paralleled by a proportionate increase in NRP1+ ATMs (Fig. 1B). However, there was no change in numbers of systemic, circulating NRP1+ monocytes, nor was their surface expression of NRP1 [mean fluorescence intensity (MFI)] detected after 4 weeks of HFD when compared with NCD (Fig. 1C). This suggests that circulating monocytes do not up-regulate NRP1 at the onset of obesity, and there is a selective accretion of NRP1+ ATMs in the adipose tissue of HFD-fed mice.

Given that NRP1 is expressed by multiple cell types including immune cells (19), blood vessels (20), and neurons (21), we next unbiasedly localized NRP1 in expanding adipose tissue. Immunohistochemistry on VAT in both mice fed HFD for 10 weeks and age-matched NCD mice (fig. S1B) confirmed robust NRP1 expression in F4/80+ macrophages (white arrows) at the periphery of perilipin-labeled adipocytes, as well as lectin-stained blood vessels. To confirm myeloid expression of NRP1 in VAT, we generated the LysM-Cre/ROSAEYFPfl/fl myeloid reporter mouse that endogenously expresses yellow fluorescent protein (YFP) in myeloid lineage cells (22). After 22 weeks of HFD, NRP1 localized predominantly to crown-like structures (CLSs) (white arrowheads), which correspond to agglomerations of phagocytic macrophages surrounding dying and dead adipocytes (Fig. 1D, left) (23). High-magnification 4′,6-diamidino-2-phenylindole (DAPI) staining confirmed that the YFP+ macrophage signal corresponds to clusters of cells (Fig. 1D, bottom). Together, these data demonstrate robust expression of NRP1 in ATMs and suggest accretion of NRP1+ macrophages in adipose tissue during HFD-induced weight gain.

**NRP1-expressing myeloid cells regulate diet-induced weight gain and glucose tolerance**

To elucidate the role of NRP1+ macrophages in adipose tissue homeostasis and weight gain, we generated a LysM-CRE-Nrp1fl/fl mouse line with NRP1 ablated in cells of myeloid lineage (17). Deletion of NRP1 in LysM-Cre-Nrp1fl/fl ATMs was confirmed by FACS (Fig. 1E). LysM-Cre-Nrp1fl/+ and its transgenic control LysM-Cre-Nrp1+/+ or wild-type (WT) mice were fed either NCD or HFD, and weight gain was monitored. When fed NCD, LysM-Cre-Nrp1fl+/+ mice had similar weight gain profiles to the controls (Fig. 1F); EchoMRI scans confirmed no significant differences in lean mass or body fat composition, and dual-energy x-ray absorptiometry (DEXA) scan detected similar bone density (Fig. 1F and fig. S1E). Although weight gain was similar between LysM-Cre-Nrp1+/+ and LysM-Cre-Nrp1fl/fl mice fed NCD, the latter already presented with glucose intolerance and decreased insulin sensitivity (Fig. 1G).

However, when mice were placed on HFD, LysM-Cre-Nrp1fl/fl mice gained significantly more weight than LysM-Cre-Nrp1+/+ mice (Fig. 1H). EchoMRI scans confirmed that weight gain in LysM-Cre-Nrp1fl/fl mice stems from fat mass increase and not gains in lean mass, and DEXA scans revealed equal bone density (Fig. 1H and fig. S1F). The observed glucose intolerance and decreased insulin sensitivity in LysM-Cre-Nrp1fl/fl mice on NCD were exacerbated by HFD (Fig. 1I) and persisted even at a time point of 16 weeks when weight gain had plateaued and there was no longer any weight discrepancy between LysM-Cre-Nrp1+/+ and LysM-Cre-Nrp1fl/fl mice (Fig. 1H).

**NRP1-expressing myeloid cells influence adipocyte hypertrophy, fatty liver, and CLS formation**

The increased fat mass phenotype observed in LysM-Cre-Nrp1fl/fl mice led us to characterize their adipose tissue by immunohistochemistry. We first labeled adipocyte membranes with perilipin (Fig. 2A) and noted significant enlargement of adipocytes in LysM-Cre-Nrp1fl/fl mice and a proportional reduction of adipocyte numbers per area after 10 weeks of HFD. Hypertrophic visceral adipocytes are more lipolytic (24, 25), leading to increased free FA release into the portal vein (26), which augments the risk of fatty liver. We therefore isolated livers from control and LysM-Cre-Nrp1fl/fl mice after 10 weeks of HFD and found that mice with deficiency in myeloid NRP1 had larger, heavier livers (Fig. 2B) with larger clusters of lipid droplets (Fig. 2C). In addition to fatty livers, adipocyte hypertrophy also leads to adipocyte necrosis and recruitment of macrophages to form CLS (23). We observed a significant rise in CLS in LysM-Cre-Nrp1fl/fl VAT when compared with controls (Fig. 2D). These data corroborate that myeloid deficiency in NRP1 results in hypertrophic and degenerating adipose tissue, in addition to nonalcoholic fatty liver.

**NRP1-expressing myeloid cells contribute to adipose tissue vascularization**

Expanding adipocytes require concomitant vascular network growth to maintain oxygen and trophic support. The adipocyte phenotype of LysM-Cre-Nrp1fl/fl mice led us to question whether adipose vascularization was also affected by deficiency in myeloid-resident NRP1. Non-biased transcriptomic analysis by RNA sequencing (RNA-seq) and gene set enrichment analysis (GSEA) of NRP1-deficient peritoneal macrophages revealed a significant decrease in angiogenesis-related genes in knockout macrophages, suggesting that NRP1 contributes to their angiogenic potential (Fig. 3, A and B). To elucidate the role of NRP1+ myeloid cells in adipose vascularization, we investigated blood vessel structure in VAT. Isocitrate B4 (lectin) labeling revealed compromised vasculature in LysM-Cre-Nrp1fl/fl mice under either HFD or NCD (Fig. 3, C and D), with decreased vessel length and vessel area and increased lacunarity indicative of disorganized vascularization (27). These results are consistent with the proangiogenic role of NRP1 mononuclear phagocytes in the CNS (17) and in tumors (16). Because compromised blood supply can lead to hypoxia, we probed the adipose tissue of control and mice with NRP1-deficient myeloid cells. Significantly more hypoxic zones were detected in LysM-Cre-Nrp1fl/fl VAT by pimonidazole adduct staining (Fig. 3E) (28). These results suggest that myeloid-resident NRP1 drives adipose tissue vascularization and mitigates hypoxia in obesity.

**Macrophage-resident NRP1 mitigates cytokine release and proinflammatory polarization**

A heightened inflammatory state is a key feature of hypoxic and hypertrophic adipose tissue. We therefore sought to gain further insight into the role of myeloid-resident NRP1 on ATM polarization. Cell-sorted ATMs isolated from VAT of HFD-fed (Fig. 4A) control and LysM-Cre-Nrp1fl/fl mice (Fig. 1A) revealed a significant up-regulation...
Fig. 1. NRP1-expressing macrophages accumulate in adipose tissue during DIO and regulate weight gain and glucose tolerance. (A) Nrp1 expression levels in populations of eosinophils, neutrophils, monocytes, and macrophages (n = 1 to 4). MHCII, major histocompatibility complex class II; LN, lymph node; MF, macrophage. (B) Flow cytometry analysis of NRP1+ ATMs isolated from VAT of WT mice fed either an NCD or a HFD for 10 weeks, represented as percent (left) or total number of cells per gram of tissue (right) (n = 9). (C) Flow cytometry analysis of NRP1+ monocytes isolated from WT mice fed either an NCD or a HFD for 4 weeks, represented as percent (left) or MFI (right) (n = 5). (D) Representative VAT immunohistochemistry of LysM-Cre/Rosa26EYFPfl/fl mice fed NCD (left), HFD for 10 weeks (middle), and HFD for 22 weeks (right) labeled for NRP1, lectin, and perilipin (magnification, ×30; scale bars, 50 μm; top), and magnification with additional DAPI stain (magnification, ×60; scale bars, 20 μm; bottom). (E) Flow cytometry analysis of NRP1+ ATMs isolated from VAT of LysM-Cre-Nrp1fl/fl (control) and LysM-Cre-Nrp1−/− mice, represented as percent (left) or total number of cells per gram of tissue (right) (n = 6). (F) Weight gain of control, LysM-Cre-Nrp1−/−, and WT on NCD for 30 weeks (n = 4 to 9). EchoMRI of control and LysM-Cre-Nrp1−/− mice 18 weeks on NCD (age-matched controls to HFD mice) (n = 4). (G) GTT (n = 12, two experiments) and insulin tolerance test (ITT) (n = 6 to 7, two experiments) of control and LysM-Cre-Nrp1−/− mice 18 weeks on NCD. (H) Weight gain of control, LysM-Cre-Nrp1−/−, Nrp1−/−, and WT on NCD for 30 weeks (n = 4 to 14). EchoMRI and DEXA scan of control and LysM-Cre-Nrp1−/− mice 10 weeks on HFD (n = 4). (I) GTT (n = 9 to 10, two experiments) and ITT (n = 6, two experiments) of control and LysM-Cre-Nrp1−/− mice 16 weeks on HFD (n = 3). White arrows denote NRP1+ ATMs, and white arrowheads denote NRP1+ CLSs. *P < 0.05, **P < 0.01, ***P < 0.001, Student’s unpaired t test (B, C, and E) or two-way ANOVA with Bonferroni post hoc test (F to I).
of proinflammatory genes interleukin-6 (Il-6), tumor necrosis factor–α (Tnf-α), and interleukin-1α (Il-1α) (Fig. 4B). GSEA revealed a significant enrichment in Molecular Signatures Database (MSigDB) (29) hallmark inflammatory response genes in NRP1-deficient peritoneal macrophages, suggesting that NRP1 mitigates macrophage inflammation (Fig. 4, C and D). These data are consistent with findings that NRP1 expression is associated with an M2 macrophage polarization because its expression is increased in macrophages cultured in conditions that promote M2 activation (30).

Within the VAT of HFD-fed LysM-Cre-Nrp1fl/fl mice, we detected a significant increase in ATMs (Fig. 4E) and a trend-like increase in neutrophils (Fig. 4F) (see gating scheme, fig. S5A). To determine whether macrophage polarization differed in the absence of NRP1, we quantified expression of the M2 marker CD206 on all ATMs (Fig. 4, G and H) and observed a significant decrease in CD206+ ATMs in LysM-Cre-Nrp1fl/fl VAT and a significant increase in proinflammatory CD206- ATMs (Fig. 4G). In agreement with the proinflammatory M1 phenotype of NRP1-deficient mice, plasma levels of proinflammatory TNF-α, IL-1β, and IFN-γ (interferon-γ) rose in LysM-Cre-Nrp1fl/fl mice (Fig. 4I). Together, these data identify a skewed polarization of NRP1-deficient macrophages toward M1 during diet-induced obesity (DIO) that is compounded by heightened accretion of ATMs in LysM-Cre-Nrp1fl/fl mice.

Deficiency in myeloid-resident NRP1 affects systemic metabolism

Given the propensity of mice with NRP1-deficient myeloid cells to gain more weight when on HFD, we set out to investigate whether this weight gain was due to increased anabolism or reduction of activity-dependent energy expenditure. We measured food intake and activity (beam breaks) using a telemetry-based monitoring system. We did not observe any difference in total daily food consumption between control and LysM-Cre-Nrp1fl/fl mice fed NCD (Fig. 5A). Furthermore, no overall differences in daily activity were detected (Fig. 5B and fig. S2A). LysM-Cre-Nrp1fl/fl mice consumed slightly less HFD than control LysM-Cre-Nrp1+/+ mice (Fig. 5C), indicating that hyperphagia was not driving weight gain. In addition, total activity did not differ significantly, suggesting that the accelerated weight gain of LysM-Cre-Nrp1fl/fl mice cannot be attributed to reduced activity either (Fig. 5D and fig. S2B). Metabolic chamber analysis was performed at 9 to 10 weeks after initiation of HFD, a time period where LysM-Cre-Nrp1fl/fl had gained significantly more weight than control LysM-Cre-Nrp1+/+ mice (ranging from 4 to 15 weeks of HFD feeding) (Fig. 1H). Because accelerated weight gain in LysM-Cre-Nrp1fl/fl HFD mice could not be attributed to increased food consumption or decreased activity, we sought to characterize the metabolic phenotype of these mice via indirect calorimetry. After acclimatization, data were collected...
and averaged over a 7-day period. LysM-Cre-Nrp1fl/fl mice on NCD had similar VO2 compared with controls, with a slight increase between the transition from light to dark and vice versa (Fig. 5E and fig. S2C). This was mirrored by modestly increased light cycle heat production (Fig. 5F and fig. S2D). Furthermore, the respiratory exchange ratio (RER) of LysM-Cre-Nrp1fl/fl mice was also significantly lower in the dark cycle (Fig. 5G and fig. S2E), suggesting a systemic baseline preference for lipids over carbohydrates during periods of activity, likely due to greater availability of FAs in these mice (see below). When fed HFD, LysM-Cre-Nrp1fl/fl mice showed considerably lower VO2 (Fig. 5H and fig. S2F) and heat production (Fig. 5I and fig. S2G), indicative of reduced lipid catabolism in these mice. However, discrepancies in RER observed in NCD were abolished with HFD (Fig. 5J and fig. S2H) because lipids became the predominant combustion source for both mouse strains on HFD. Furthermore, although LysM-Cre-Nrp1fl/fl mice maintained similar food intake and activity levels when on HFD, their catabolic rates were significantly reduced, causing accumulation of lipid-based calories. In addition, levels of plasma low-density lipoprotein (LDL) cholesterol were increased in LysM-Cre-Nrp1fl/fl mice after 10 and 22 weeks on HFD (fig. S2J). Cholesterol/high-density lipoprotein (HDL) ratios were significantly higher after 22 weeks on HFD (fig. S2K), suggesting that a prolonged HFD exacerbates the metabolic phenotype of LysM-Cre-Nrp1fl/fl mice. Together, these data further characterize imbalances in lipid metabolism observed in the LysM-Cre-Nrp1fl/fl mice.
NRP1 regulates lipid uptake in macrophages

FA uptake is a key function of macrophages in adipose tissue, including during clearance of lipid debris from necrotic adipocytes. Given the accumulation of long-chain FAs in obese adipose tissue (31, 32), we assessed the capacity of cell-sorted ATMs from control and LysM-Cre-Nrp1^fl/fl mice to uptake FAs using a long-chain FA analog (C1-BODIPY-C12; an 18-carbon FA). NRP1-deficient ATMs took up significantly less FAs than control macrophages (Fig. 6A), a finding confirmed in peritoneal macrophages (Fig. 6B). In addition, systemic administration of C1-C12 BODIPY revealed significantly elevated levels of the tagged FAs in VAT and liver of LysM-Cre-Nrp1^fl/fl mice compared with plasma and heart (Fig. 6C), further substantiating the involvement of NRP1^+ macrophages in removing excess lipids in vivo.

To determine whether NRP1 affected lipid uptake in macrophages, we stained for neutral lipids within macrophages with Oil Red O. Oil Red O stain was significantly reduced in LysM-Cre-Nrp1^fl/fl peritoneal macrophages incubated in adipocyte-conditioned medium (Fig. 6D).
Because adipocyte and macrophage media differ in glucose and insulin concentration, we assessed whether the decrease in internalized lipids in NRP1-deficient macrophages also occurred in nonconditioned media, including adipocyte medium with and without insulin, as well as macrophage medium. In all conditions, NRP1-deficient macrophages sequestered significantly fewer neutral lipids than controls (fig. S3, A to C).

When assessing the transcriptome of NRP1-deficient macrophages by RNA-seq, the MSigDB hallmark FA metabolism gene set (33) revealed that only four genes were differentially regulated when compared with WTs: Aush, Idi1, Cpt2, and Ethhadr (Fig. 6E). No significant change was detected in expression levels of the lipid and glucose transporters Fatp3 or Glut4 in adipose tissue of HFD-fed LysM-Cre-Nrp1^fl/fl and control mice (fig. S3, D and E). Furthermore, within the hallmark adipogenesis gene set, which includes the FA uptake facilitator Cd36, the FA carrier protein Fapb4, and the cholesterol efflux regulatory protein Abca1, only Cpt2 and Gphn were up-regulated (Fig. 5F). In addition, no significant changes were detected in lipid digestion, mobilization and transport, or mitochondrial FA $\beta$-oxidation gene sets (Fig. 5, G and H). Together, these data suggest that knockdown of Nrp1 in myeloid cells does not affect the expression levels of the machinery for FA transport, metabolism, or $\beta$-oxidation and rather points to a role for NRP1 in lipid uptake.

**Deficiency in NRP1 shifts macrophage energy metabolism toward glycolysis**

Given the greater adiposity in HFD-fed LysM-Cre-Nrp1^fl/fl mice (Fig. 1H) and that FA uptake was impaired in NRP1-deficient macrophages (both ATM and peritoneal), we questioned whether pathways of energy metabolism were differentially engaged in control and NRP1-deficient peritoneal macrophages. We therefore performed functional metabolic analysis specifically assessing rates of glycolysis and FA $\beta$-oxidation.

Increased glycolysis was detected in NRP1-deficient macrophages through measurements of the extracellular acidification rate (ECAR) of surrounding media (Fig. 7A). Reliance on enhanced glycolytic metabolism was verified by significantly up-regulated glycolytic acidification, glycolysis, and glycolytic capacity (Fig. 7B), typically detected in classically activated (M1) macrophages (34). The significantly reduced basal oxygen consumption rate (OCR)/ECAR ratio detected Fig. 5. Deficiency in myeloid-resident NRP1 affects systemic metabolism. Daily food intake (A) and total beam breaks (B) of control and LysM-Cre-Nrp1^fl/fl mice after 18 weeks on a regular diet. Daily food intake (C) and total beam breaks (D) of control and LysM-Cre-Nrp1^fl/fl of 18-week-old mice after 10 weeks on HFD. VO2 (E), heat production (F), and RER (G) of control and LysM-Cre-Nrp1^fl/fl mice 18 weeks on a regular diet. VO2 (H), heat production (I), and RER (J) of control and LysM-Cre-Nrp1^fl/fl of 18-week-old mice after 10 weeks on HFD. Data are means ± SEM. *$P < 0.05$, **$P < 0.01$, ***$P < 0.001$, Student’s unpaired t test (A and C) and two-way ANOVA with Bonferroni post hoc test (B and D to J) ($n = 24$, four mice per group). All graph points represent an average calculated over 7 days of measurements.
in macrophages from LysM-Cre-Nrp1<sup>fl/fl</sup> mice (Fig. 7C) is characteristic of a highly glycolytic metabolism (35).

To assess FA oxidation (FAO), we performed baseline OCR measurements on macrophages incubated in bovine serum albumin (BSA) or palmitate. This revealed a small yet significant increase in OCR with palmitate-treated control macrophages (Fig. 7, D and E), but no difference in NRP1-deficient macrophages (Fig. 7E), indicative of low rates of FAO occurring in control but not LysM-Cre-Nrp1<sup>fl/fl</sup> macrophages. A significantly reduced maximal respiratory rate was detected in NRP1-deficient macrophages compared with controls in the presence of both BSA and palmitate (Fig. 7F); however, no significant differences between BSA and palmitate treatments were detected by ECAR (Fig. 7G). Notably, the maximal respiratory rate in the presence of palmitate was significantly lower in LysM-Cre-Nrp1<sup>fl/fl</sup> macrophages compared with BSA. Therefore, exogenous lipids further reduce the mitochondrial efficiency of NRP1-deficient macrophages, indicative of impaired long-chain FA utilization, signifying that an environment found in obese adipose tissue would further compromise energy metabolism within these macrophages. Together, these data suggest that NRP1 participates in FA uptake into the macrophage and allows for β-oxidation, which is associated with less aggressive macrophage polarization. In the absence of NRP1, macrophages favor glycolysis.
Transfer of NRP1-expressing hematopoietic cells improves the metabolic phenotype of LysM-Cre-Nrp1^{fl/fl} mice

To establish that the effects of NRP1 loss are dependent on loss of NRP1 in the hematopoietic compartment, we next investigated whether bone marrow transfer would restore metabolic health to LysM-Cre-Nrp1^{fl/fl} mice. We transferred bone marrow from adult LysM-Cre-Nrp1^{fl/fl} mice and LysM-Cre-Nrp1^{+/+} control mice to lethally irradiated CD45.1 WT animals (Fig. 8A). Eight weeks after bone marrow transplantation, the circulating population of monocytes expressed donor mouse phenotypes attesting to successful transfer (fig. S5, A and B), and no weight differences among groups were detected (fig. S5, C and D).

No significant differences were noted in glucose tolerance of LysM-Cre-Nrp1^{fl/fl} recipient mice transplanted with CD45.1 WT bone marrow compared with LysM-Cre-Nrp1^{+/+} recipient mice transplanted with CD45.1 WT bone marrow (fig. S5E), indicating that WT bone marrow–derived cells improve glucose tolerance. Furthermore, transplantation with LysM-Cre-Nrp1^{fl/fl} bone marrow to CD45.1 WT mice reconstituted with LysM-Cre-Nrp1^{+/+} bone marrow significantly compromised their glucose tolerance when compared with CD45.1 recipient mice transplanted with LysM-Cre-Nrp1^{+/+} bone marrow (fig. S5F). Chimeras were then placed on HFD for 10 weeks, and their VAT was probed for reconstitution differences. Donor mice ATMs and B and T lymphocytes comprised most of the VAT populations probed (Fig. 8B and fig. S5, I to K).
recipients did not differ (Fig. 8C and fig. S5, G and H). In addition, whereas recipients of control LysM-Cre-Nrp1\(^{+/+}\) bone marrow did not differ in weight gain upon HFD, recipients of LysM-Cre-Nrp1\(^{fl/fl}\) bone marrow gained significantly more weight (Fig. 8D). These results demonstrate that the LysM-Cre-Nrp1\(^{fl/fl}\) phenotype is dependent on loss of NRP1 in the hematopoietic compartment.
confirming the importance of NRP1+ myeloid cells in weight gain and glucose tolerance, these results also suggest that circulating monocytes contribute to glucose intolerance and weight gain (Fig. 8E).

DISCUSSION
The present study identifies a subset of ATMs that accumulate in adipose tissue and promote healthy adipose expansion while safeguarding against metabolic complications ensuing from elevated caloric intake. More precisely, we demonstrate a critical role for NRP1 in driving FA uptake in ATMs and hence substrate availability for consumption in β-oxidation that typically fuels a reparative and homeostatic M2 phenotype. Inefficient at burning FAs, NRP1-deficient macrophages revert to a characteristic aggressive glycolysis-reliant M1-like phenotype and contribute to tissue dysfunction, glucose intolerance, and insulin insensitivity. Therefore, in the absence of myeloid-resident NRP1, FAs are not efficiently catabolized by macrophages, contributing to rapid weight gain. Our findings also support the notion that adipose tissue plasticity is critical for healthy weight gain and implicate NRP1+ ATMs in the process. In this regard, lack of NRP1 on ATMs perturbs adipose vasculature, leading to hypoxic zones in VAT and compromised glucose tolerance both during normal development and in DIO. Bone marrow transfer of NRP1+ cells improves glucose homeostasis, suggesting that weight gain and glucose tolerance can be significantly modulated through transferred hematopoietic cells. Although a local proinflammatory response in adipocytes has been suggested to be an adaptive measure to enable safe storage of excess nutrients (8), our study provides evidence that hematopoietic expression of NRP1 is sufficient to influence adipose tissue expansion and affect overall metabolic health. Our data also highlight the importance of adequate matching of adipose vascular supply through proportionality, concomitant vascularization during development as well as during adult fat pad expansion. Adipose tissue angiogenesis has been proposed to be essential for fat pad expansion and therefore a potential process to target therapeutically for morbid weight gain, much as had been proposed for tumor growth (36–41). Yet, adipose neovascularization also provides adequate oxygen and trophic support, FA exchange, and evacuation lines for metabolic waste products. When adipocyte hypertrophy outpaces blood vessel growth, hypoxic zones form, influencing macrophage polarization and exacerbating inflammation (42–45). Hence, vascular rarefication or antiangiogenic strategies in expanding adipose tissue may contribute to metabolic complications associated with obesity. Therefore, our data support the importance of adipose vascular plasticity during adult fat pad expansion.

Here, we specifically interrogated on the role of myeloid-resident NRP1, yet NRP1 is also expressed by murine brown adipocytes (46) and bone marrow adipocytes (47), where it inhibits hematopoiesis (48). Hence, it will be interesting to assess the local contribution of NRP1 in these tissues to overall adipose dynamics. Notably, although our findings on ATM-resident NRP1 were corroborated in vitro, the LysM (or Lys2) promoter used in our study to express Cre in macrophages in vivo is also expressed in neutrophils and, to an extent, in a subset of T and B cells (49). Neutrophils express high levels of LysM, and therefore, we cannot fully discount their contribution to the phenotype observed. However, ATMs express significantly more Nrp1 than neutrophils, and the macrophage population remains most affected by the targeted deletion. Future work elucidating the mechanisms by which NRP1 promotes FA uptake and β-oxidation will be required. Insight gained may be important toward designing therapeutic modalities for metabolic syndromes.

Overall, our work identifies NRP1+ ATMs as promoters of healthy weight gain and describes a myeloid-based mechanism for glucose intolerance even independent of excessive weight gain because type 2 diabetes mellitus can occur in individuals with a normal body mass index (50). Our study further provides in vivo support for the notion that macrophage polarization is intrinsically associated with energy metabolism and that homeostatic macrophages rely heavily upon FAs delivered via NRP1, a slower yet sustained means of energy production. More broadly, our study provides insight into the essential role of macrophages in adipose tissue homeostasis.

MATERIALS AND METHODS
Mice
All studies were performed according to the guidelines of the Canadian Council on Animal Care and were approved by the Animal Care Committee of the Maisonneuve-Rosemont Hospital Research Center. C57BL/6 WT mice, strain appropriate LysM-Cre mice controls [B6.129P2-Lyzzm<cre>1ilj/J; #004781], NRP1 floxed mice [B6.129(SJL)-Nrp1<tm1bdi>5/j; #005247], and B6SJL mice (B6.SJL-Ptprc<tg> Pepc<byoj)/Boyj; #002014) were purchased from the Jackson Laboratory and bred in house. Mice were fed either NCD (18% kcal fat, 2018 Teklad Global) or HFD (59% kcal fat, BioServ F3282) starting at 8 weeks of age for 10 to 32 weeks. See Supplementary Experimental Procedures for full details on study design.

Bone marrow chimeras
For the generation of chimeric mice, bone marrow cells were obtained by flushing both tibias, femurs, and iliac crests of 8-week-old WT B6.SJL (CD45.1), LysM-Cre-Nrp1<+/-> (CD45.2), or LysM-Cre-Nrp1<fl/fl> (CD45.2) donor mice. Eight-week-old B6.SJL, LysM-Cre-Nrp1<+/->, or LysM-Cre-Nrp1<fl/fl> recipient mice were lethally irradiated (12 Gy) and reconstituted with 5 × 10⁶ bone marrow cells. Glucose tolerance tests (GTTs) were performed on chimeric mice 8 weeks after reconstitution and then put on HFD for 10 weeks.

Metabolic chamber analysis
Mice were acclimatized to metabolic cages for 7 days, and data were collected over 7 subsequent days. LabMaster/PhenoMaster system from TSE Systems (Germany) measured indirect calorimetry, O₂ consumption and CO₂ production, RER, energy expenditure, food and water intake, and locomotor activity by infrared beam breaking. Mice were placed in metabolic chambers for a 1-week acclimatization period, followed by 1 week of data collection.

ImmGen skyline data set
ImmGen data phase 1 (Gene Expression Omnibus (GEO) accession code GSE15907) and phase 2 (GSE37448) were extracted and normalized in R by Robust Multi-array Average (RMA), and antilog values were plotted.

Glucose tolerance test
Mice were starved for 12 hours overnight. Blood glucose was measured (Accu-Chek, Roche) at baseline and at 15, 30, 60, 120, and 240 min after intraperitoneal injection of 10% D-glucose (2 mg/kg; Sigma).
Insulin tolerance test
Mice were starved for 5.5 hours (in the morning). Blood glucose was measured at baseline and at 30, 60, and 120 min after intraperitoneal injection of insulin (0.75 U/kg; Novo Nordisk).

FACS of ATMs
White adipose tissue was collected, weighted, and homogenized in Dulbecco’s modified Eagle’s medium (DMEM)/F12 medium and then incubated with collagenase D (1 mg/ml; Sigma) at 37°C for 45 min. EDTA was then added at a concentration of 10 mM, and the mix was incubated for an extra 5 min. Homogenates were then filtered with a 70-μm cell strainer and centrifuged. Pellets were resuspended in 1× phosphate-buffered saline (PBS) and filtered with a 100-μm cell strainer. Cell suspensions were incubated with the Zombie Aqua Fixable Viability Kit (BioLegend) for 15 min at room temperature. Cells were then incubated with LEAF purified anti-mouse CD16/32 (BioLegend) for 15 min at room temperature and centrifuged. Pellets were resuspended in 1× phosphate-buffered saline (PBS) and filtered with a 100-μm cell strainer. Cell suspensions were incubated with the Zombie Aqua Fixable Viability Kit (BioLegend) for 15 min at room temperature. Cells were then incubated with LEAF purified anti-mouse CD16/32 (BioLegend) for 15 min at room temperature and centrifuged. Pellets were resuspended in 1× phosphate-buffered saline (PBS) and filtered with a 100-μm cell strainer. Cell suspensions were incubated with antibodies listed in table S1. For analysis of VAT of HFD-fed LysM-Cre–/– and LysM-Cre–/+ mice, cells were then incubated with Brilliant Violet 421 anti-mouse CD206 (MMR) (BioLegend) for 25 min at 4°C, with antibodies listed in table S1. For analysis of VAT of HFD-fed LysM-Cre–/– and LysM-Cre–/+ mice, cells were then incubated with Brilliant Violet 421 anti-mouse CD206 (MMR) (BioLegend) for 25 min at 4°C. FACS was performed on a Fortessa (BD Biosciences) device, and data were analyzed using FlowJo software (version 7.6.5).

ATM FA uptake
The fluorometric Free Fatty Acid Uptake Assay Kit (Abcam) was used to detect ATM FA uptake. Cell-sorted ATMs were isolated from VAT of HFD-fed LysM-Cre–Nrp1+/+ or LysM-Cre–Nrp1fl/fl mice and plated at a density of 100,000 cells per well in a 96-well plate. After overnight incubation in complete DMEM/F12 medium, ATMs were serum-deprived for 1 hour in 100-μl basal medium. FA dye loading solution (100 μl) was added to each well (including blanks) and incubated for 30 min. Fluorescence intensity was measured at an excitation wavelength of 485 and at an emission wavelength of 515 nm.

Glycolysis and FAO assays
Real-time analysis ECAR and OCR were performed on LysM-Cre–Nrp1+/+ and LysM-Cre–Nrp1fl/fl peritoneal macrophages with the XF-24 Extracellular Flux Analyzer (Seahorse Bioscience). For glycolysis assays, macrophages were cultured in a 24-well Seahorse plate at a seeding density of 1.75 x 103 cells per well. Before experiment, medium was changed to Seahorse DMEM containing 2 mM glutamine and 0.5% BSA. Glucose (10 mM; Sigma), oligomycin (1.5 μM; Sigma), and 2-deoxy-D-glucose (2-DG) (50 mM; Sigma) were sequentially added. For FAO assays, macrophages were cultured in a 24-well Seahorse plate at a seeding density of 2 x 105 cells per well. Before experiment, medium was changed to Seahorse DMEM containing 10 mM glucose, 2 mM glutamine, 1 mM pyruvate, 1 mM carnitine, and 0.5% BSA (BSA group). Selected wells received an additional 0.3 mM palmitate (palmitate-BSA group; Sigma). Oligomycin (1.5 μM; Sigma), carbonyl cyanide p-trifluoromethoxyphenylhydrazone (FCCP) (5 μM), 1 μM rotenone, and 2 μM antimycin A were sequentially added. Upon completion of glycolysis and FAO experiments, cells were lysed and their protein content was quantified. OCR and ECAR data were normalized to protein content.

Quantitative real time polymerase chain reaction analysis
RNA extraction was performed with 100 to 500 mg of frozen (~–80°C) VAT after the TRIzol Reagent Protocol (Invitrogen). Total RNA (1 μg) was reverse-transcribed according to the manufacturer’s instructions (iScript cDNA Synthesis Kit, Bio-Rad). Quantitative polymerase chain reaction (qPCR) was performed using SYBR Green (Bio-Rad) and 40 ng of complementary DNA (cDNA) per reaction (7500 Real-Time PCR System, Applied Biosystems). Expression levels were normalized to the expression of β-actin. Primer (Integrated DNA Technologies) sequences are listed in table S2.

Vascular analysis
AngioTool analysis (27) was performed on 10× epifluorescent photomicrographs of lectin-stained VAT.

Immunohistochemistry
VAT tissue was fixed in 4% paraformaldehyde (PFA) (Electron Microscopy Sciences) for 48 hours and then incubated in 20% methanol (Chaptec) for 10 min and rinsed in PBS. One-hour blocking in 3% BSA (HyClone, GE) plus 0.3% Triton X-100 (Sigma) preceded overnight incubation with rhodamine-labeled Griffonia (Bandeirea) Simplicifolia Lectin I (Vector Laboratories Inc.), anti-rat F4/80 (donkey immunoglobulin G [IgG], eBioscience), anti-rabbit perilipin (donkey IgG, Abcam), and anti-rat NRP1 antibody (donkey IgG, R&D Systems) at 4°C. Alexa Fluor secondary antibodies were incubated for 2 hours at 20°C. The VAT was then mounted onto a microscope slide, and images were taken by confocal microscope.

In vivo hypoxyprobe detection
Hypoxyprobe injections were performed on LysM-Cre–Nrp1+/+ and LysM-Cre–Nrp1fl/fl male mice fed with HFD for 10 weeks or age-matched NCD. Pimonidazole (60 mg/kg; Hypoxyprobe-Red549, Hypoxyprobe) diluted in 0.9% saline (Hospira) was injected intraperitoneally. Mice were euthanized 1 hour after hypoxyprobe injection. VAT samples were collected and fixed in 4% PFA (Electron Microscopy Sciences) for pimonidazole adduct immunohistochemistry.

RNA-seq sample preparation and sequencing
Total RNA was isolated from macrophages using the RNeasy Mini Kit (Qiagen). The mRNA was then purified from 1 μg of total RNA using the Dynabeads mRNA DIRECT Micro Kit (Thermo Fisher Scientific). Whole-transcriptome libraries were prepared using the Ion Total RNA-seq Kit v2. The yield and size distribution of the amplified libraries were assessed with the Agilent Bioanalyzer using the DNA 1000 Kit. Sequencing was performed on an Ion Chef instrument (Ion Torrent, Thermo Fisher Scientific).

cDNA library construction and sequencing
Analysis was performed using the Torrent Suite software v4.4 (Thermo Fisher Scientific) and the whole Transcriptome Analysis Plugin version 4.2.r7 (Thermo Fisher Scientific). The whole Transcriptome Analysis Plugin aligns reads on mouse reference genome (mm10) using TopHat2, and then unmapped reads are aligned using Bowtie2 and merged together. FPKM (fragment per kilobase of transcript per million) is calculated using Cufflinks.
Gene set enrichment analysis

GSEA was conducted using GSEA v2.2.1 software provided by Broad Institute of Massachusetts Institute of Technology and Harvard University. We used GSEA to validate correlation between molecular signatures in phenotypes of interest. Enrichment analysis was conducted with log2-normalized FPKM data generated by the TopHat/Cuffdiff command pipeline: FPKM values were converted as ratios (FPKM/FPKM\textsubscript{Control} mean) and then log2-normalized (log2\textsubscript{ratio}) and median-centered (log2 \textsubscript{ratio} – \textsubscript{mean} log2\textsubscript{ratio\textsubscript{control}}). Default parameters were changed as follows: Gene sets of interest were found in a catalog of functional annotated gene sets from MSigDB; phenotype was permuted 1000 times; phenotype label was defined as “Nrp1 knockout” versus “Control”; gene sets smaller than 15 and larger than 500 were excluded from the analysis; statistical used to score hits was defined as “weighted p2,” and the class separation metric used was “t test.”

Statistical analyses

We used an unpaired two-tailed Student’s t test and one-way or two-way analysis of variance (ANOVA) with Bonferroni post hoc analysis, where appropriate, to compare the different groups. P < 0.05 was considered statistically different, denoted graphically as *P < 0.05, **P < 0.01, and ***P < 0.001. Data are means ± SEM. Biological experiment numbers were listed in figure legends.

Primary macrophage culture
See Supplementary Experimental Procedures.

Macrophage BODIPY intake
See Supplementary Experimental Procedures.

In vivo BODIPY uptake
See Supplementary Experimental Procedures.

In vitro differentiation of L1-3T3 adipocytes
See Supplementary Experimental Procedures.

Oil Red O staining and quantification
See Supplementary Experimental Procedures.

Bio-Plex analysis
See Supplementary Experimental Procedures.

SUPPLEMENTARY MATERIALS
immunology.sciencemag.org/cgi/content/full/3/21/eaan4626/DC1

Experimental Procedures

Fig. S1. NRP1-expressing ATMs accumulate in DIO.
Fig. S2. Deficiency in myocardial-resident NRP1 influences systemic metabolism.
Fig. S3. Macrophage-resident NRP1 promotes FA uptake.
Fig. S4. Gating scheme for ATMs.
Fig. S5. Transfer of NRP1-expressing bone marrow.
Table S1. Fluorophore-conjugated antibodies used for flow cytometry.
Table S2. Primer sets used for reverse transcription PCR.
Table S3. Raw data.

REFERENCES AND NOTES


INTRODUCTION

One of the primary functions of the somatosensory system is to provide exteroceptive sensations to help us perceive and react to stimuli from outside of our body (1). Our sense of touch is a crucial aspect of the somatosensory system and provides valuable information that enables us to interact with our surrounding environment. Tactile feedback, in conjunction with proprioception, allows us to perform many of our daily tasks that rely on the dexterous manipulation of our hands (2). Mechanoreceptors and free nerve endings in our skin give us the means to perceive tactile sensation (2). The primary mechanoreceptors in the glabrous skin that convey tactile information are Meissner corpuscles, Merkel cells, Ruffini endings, and Pacinian corpuscles. The Merkel cells and Ruffini endings are classified as slowly adapting (SA) and respond to sustained tactile loads. Meissner and Pacinian corpuscles are rapidly adapting (RA) and respond to the onset and offset of tactile stimulation (1, 3). More recently, research has shown the role of fingertips in coding tactile information (4) and extracting tactile features (5).

A vital component of our tactile perception is the sense of pain. Although often undesired, pain provides a protection mechanism when we experience a potentially damaging stimulus. In the event of an injury, increased sensitivity can render even innocuous stimuli as painful (6). Nociceptors are dedicated sensory afferents in both glabrous and non-glabrous skin responsible for conducting tactile stimuli that we perceive as painful (6). Nociceptors, free nerve endings in the epidermal layer of the skin, act as high threshold mechanoreceptors (HTMRs) and respond to noxious stimuli through Aβ, Aδ, and C nerve fibers (1), which enable our perception of tactile pain. It was discovered that Aδ fiber HTMRs respond to both innocuous and noxious mechanical stimuli with an increase in impulse frequency while experiencing the noxious stimuli (7). It is also known that mechanoreceptor activation along with nociceptor activation helps inhibit our perception of pain, and our discomfort increases when only nociceptors are active (8), which helps to explain our ability to perceive a range of innocuous and noxious sensations. Although novel approaches have improved prosthetic motor control (9), comprehensive sensory perceptions are not available in today’s prosthetic hands.

The undoubted importance of our sense of touch, and lack of sensory capabilities in today’s prostheses, has spurred research on artificial tactile sensors and restoring sensory feedback to those with upper limb loss. Novel sensor developments use flexible electronics (10–12), self-healing (13, 14) and recyclable materials (15), mechanoreceptor-inspired elements (16, 17), and even optoelectronic strain sensors (18), which will likely affect the future of prosthetic limbs. Local force feedback to a prosthetic finger is known to improve grasping (19), but in recent years, there has been a major push toward providing sensory feedback to the amputee and the prosthetic hand. Groundbreaking results show that implanted peripheral nerve electrodes (20–23) and non-invasive electrical nerve stimulation methods (24) can successfully elicit sensations of touch in the phantom hand of amputees.

Recent approaches aim to mimic the biological behavior of tactile receptors using advanced skin dynamics (25) and what are known as neuromorphic (26) models of tactile receptors for sensory feedback. A neuromorphic system aims to implement components of a neural system, for example, the representation of touch through spiking activity based on biologically driven models. One reason for using a neuromorphic approach is to create a biologically relevant representation of tactile information using actual mechanoreceptor characteristics. Neuromorphic techniques have been used to convey tactile sensations for differentiating textures using SA-like dynamics for the stimulation
paradigm to an amputee through nerve stimulation (26) and for feedback to a prosthesis to enhance grip functionality (27). Although important, methods of sensory feedback have been limited to sensations of pressure (21), proprioception (23), and texture (26), even though our perception of tactile information culminates in a sophisticated, multifaceted sensation that also includes stretch, temperature, and pain.

Current forms of tactile feedback fail to address the potentially harmful mechanical stimulations that could result in cutaneous tissue or, in this context, to the prosthesis itself. We investigated the idea that a sensation of pain could benefit a prosthesis by introducing a sense of self-preservation and the ability to automatically release an object when pain is detected. Specifically, we implemented a pain reflex in prosthesis hardware that mimics the functionality of the polysynaptic pain reflex found in biology (28–30). Pain serves multiple purposes in that it allows us to convey useful information about the environment to the amputee user while also preventing damage to the fingertips or cosmesis, a skin-like covering, of a prosthetic hand. It is worth noting that an ideal prosthesis would allow the user to maintain complete control and overrule pain reflexes if desired. However, in this paper, we focus on the ability to detect pain through a neuromorphic interface and initiate an automated pain reflex in the prosthesis.

We postulate that the presence of both innocuous and noxious tactile signals will help in creating more advanced and realistic prosthetic limbs by providing a more complete representation of tactile information. We developed a multilayered electronic dermis (e-dermis) and neuromorphic interface to provide tactile information to enable the perception of touch and pain in an upper limb amputee and prosthetics. We show closed-loop feedback to a transhumeral amputee through transcutaneous electrical nerve stimulation (TENS) to elicit either innocuous or painful sensations in the phantom hand based on the area of activation on a prosthesis (Fig. 1). Furthermore, we identified features of peripheral nerve stimulation, specifically pulse width and frequency, that play key roles in providing both innocuous and noxious tactile feedback. Quantifying the differences in perception of sensory feedback, specifically innocuous and noxious sensations, adds dimensionality and breadth to the type and amount of information that can be transmitted to an upper limb amputee, which aids in object discrimination. Finally, we demonstrate the ability of the prosthesis and the user to differentiate between safe (innocuous) and painful (noxious) tactile sensations during grasping and to react appropriately using a prosthesis reflex, modeled as a polysynaptic withdrawal reflex, to prevent damage and further pain.

RESULTS
Biologically inspired e-dermis
Mechanoreceptors in the human body are uniquely structured within the dermis and, in the case of Meissner corpuscles (RA1) and Merkel cells (SA1), lie close to the epidermis boundary (I). RA1 receptors are often found in the dermal papillae, which lend to their ability to detect movement across the skin, and SA1 receptors tend to organize at the base of the epidermis. However, in glabrous skin, the HTMR free nerve endings extend into the epidermis (i.e., the outermost layer of skin) (I). We used this natural layering of tactile receptors to guide the multilayered approach of our e-dermis (Fig. 2A) to create sensing elements to capture signals analogous to those detected by mechanoreceptors (dermal) and nociceptors (epidermal) in healthy glabrous skin (Fig. 2B). The sensor was designed using piezoresistive (Eeonyx, Pinole, CA) and conductive fabrics (LessEMF, Latham, NY) to measure applied pressure on the surface of the e-dermis. A 1-mm rubber layer (Dragon Skin 10, Smooth-On, Easton, PA) between the artificial epidermal (top) and dermal (bottom) sensing elements provides skin-like compliance and distributes loads during grasping. There are three tactile pixels, or taxels, with a combined sensing area of about 1.5 cm² on each fingertip. The sensor layering resulted in variation of the e-dermis output during loading (Fig. 2C). The change in resistance in the tactile sensor was greater for the epidermal layer, enabling higher sensitivity. During grasping of an object, the e-dermis sensing layers, which were calibrated for a range of 0 to 300 kPa, exhibited differences in behavior. These differences can be used for extracting additional tactile information such as pressure distribution and object curvature (Fig. 2, D and E).

Touch and pain perception
To provide sensory feedback, we used targeted TENS to extensively map and understand the perception of a transhumeral amputee’s phantom limb during sensory feedback, a method we previously demonstrated in multiple amputees (24). Although the participant did not undergo any targeted muscle or sensory reinnervation during surgery, there was a natural regrowth of peripheral nerves into the remaining muscles, soft tissue, and skin around the amputation. The median and ulnar nerves were identified on the amputee’s left residual limb and targeted for noninvasive electrical stimulation because these nerves innervated relevant areas of the phantom hand. The participant received more than 25 hours of sensory mapping in addition to over 150 trials of sensory stimulation experiments to quantify the perceptual qualities of the stimulation. Extensive mapping of the residual limb showed localized activation of the amputee’s phantom hand (Fig. 3A).

The amputee identified multiple unique regions of activation in his phantom hand from the electrical stimulation. The participant did not report any sensory activation, other than the physical presence of the probe, of his residual limb at the stimulation sites. He indicated that the dominating perceived sensation during stimulation occurred in his phantom hand, which is supported by our previous work (24). Cutaneous receptors on the residual limb respond to physical stimuli, whereas the electrical stimulation activates the underlying peripheral nerves to activate the phantom hand. Psychophysical experiments showed the amputee’s perception of changes in stimulation pulse width and frequency on his median and ulnar nerves (Fig. 3, B and C). In general,
the stimulation was perceived primarily as pressure with some sensations of electrical tingling (paresthesia) (Fig. 3D). Stability of the participant’s sensory activation (fig. S1) and stimulation perceptual thresholds (fig. S2) were tracked over several months in his thumb and index fingers (median nerve) as well as his pinky finger (ulnar nerve).

Sensory feedback of noxious tactile stimuli was delivered using TENS to an amputee, and the perception was quantified. The results show that changes in both stimulation frequency and pulse width influence the perception of painful tactile sensations in the phantom hand (Fig. 3E). The relative discomfort of the tactile sensation was reported by the user on a modified comfort scale ranging from −1 (pleasant) to 10 (very intense, disabling pain that dominates the senses) (table S1). In this experiment, the highest perceived pain was rated as a 3, which corresponded to uncomfortable but tolerable pain. The most painful sensations were perceived at relatively low frequencies between 10 and 20 Hz. Higher frequency stimulation tends toward more pleasant tactile sensation, which is contrary to what might be expected when increasing stimulation frequency (31). In addition, very low frequencies generally resulted in innocuous activation of the phantom hand, whereas frequencies that were closer to the discrete detection boundary (15 to 30 Hz) resulted in the most noxious sensations in the activated region. We used electroencephalography (EEG) signals to localize and obtain an affirmation of the stimulus-associated perception. The stimulation caused activation in contralateral somatosensory regions of the amputee’s brain, which corresponded to his left hand (Fig. 3F) (32).

EEG activation during stimulation is significantly higher (P < 0.05) than baseline activity, confirming the perceived phantom hand activation experienced by the user (fig. S3 and movie S1).

**Neuromorphic transduction**

As mentioned previously, a neuromorphic system attempts to mimic the behavior found in the nervous system. On the basis of the results from the sensory mapping of the participant, we developed the neuromorphic representation of the tactile signal to enable the sensation of both touch and pain. To enable direct sensory feedback to an amputee through peripheral nerve stimulation, we transformed the e-dermis signal from a pressure signal into a biologically relevant signal using a neuromorphic model. The aim for the neuromorphic model was to capture elements of our actual neural system, in this case, to represent the neural equivalent of a tactile signal for feedback to an amputee. To implement the biological activity from tactile receptors, namely, the spiking response in the peripheral nerves due to a tactile event, we used the Izhikevich model of spiking neurons (33), which provides a neuron modeling framework based on known neural dynamics while maintaining computational efficiency and easily allowing for different neuron behaviors from parameter adjustments. The Izhikevich model has been used in previous work for providing tactile feedback to an amputee through nerve stimulation (26). In our work, mechanoreceptor and nociceptor
were 1/4, 1/2, and 1 and correspond to object 1, object 2, and object 3, the objects (see Materials and Methods). The power law exponents used which ranges between 0 and 1 and effectively defines the sharpness of perception in the amputee participant (movie S1).

When an object was grasped by the prosthesis, a higher number of active taxels indicated a larger distribution of the pressure on the fingertip, which was conveyed in the neuromorphics transduction as an innocuous (i.e., nonpainful) tactile sensation. Changes in the tactile signal were captured in the neuromorphics transduction by changes in stimulation frequency and pulse width to correspond to the appropriate perceived levels of touch or pain during sensory feedback. On the basis of the results from the psychophysical experiments and the quantification of pain from nerve stimulation shows that the most noxious sensation is perceived at higher stimulation pulse widths with frequencies in the range of 10 to 20 Hz.

models produced receptor-specific outputs, in terms of neuron voltage, based on the measured pressure signal on the prosthesis fingertips. The mechanoreceptor model combined characteristics of SA and RA receptors through the regular and fast-spiking Izhikevich neurons, respectively, to convey more pleasant tactile feedback to the amputee. The nociceptor model used fast-spiking Izhikevich neuron dynamics to mimic the behavior of the free nerve endings.

As an extension of the body, a prosthetic hand should exhibit similar behavior and functionality of a healthy hand. The perceptions of innocuous touch and pain are valuable at both the local (i.e., the prosthetic hand) and the global (i.e., the user) levels. At the local level, a reflex behavior from the prosthetic to open when pain is detected can help prevent unintended damage to the hand or cosmesis. It should be noted that, in ideal prostheses, this reflex would be modulated by the user based on the perceived pain. To demonstrate a local closed-loop pain reflex, a prosthetic hand with a multilayered e-dermis on the thumb and index finger grasped, held, and released one of the previously described objects (Fig. 5, A to C). The sensor signals were used as feedback to the embedded prosthetic controller to enable differentiation of the various objects and determine pain. We used pressure distribution (Fig. 6A), contact rate (Fig. 6B), and the number of activated sensing elements per finger (Fig. 6C) as input features in a linear discriminant analysis (LDA) algorithm for object detection.

In the online pain detection task (PDT), the prosthesis grabbed, held, and released an object (movie S3). In this work, the curvature of object 3 was assumed to be considered painful during grasping. When pain was detected, a prosthetic pain reflex caused the hand to open, releasing the object. The prosthetic was able to reliably detect which object is being grasped (Fig. 7A). The prosthetic had a high likelihood of perceiving pain while grasping object 3 and a significantly less likelihood of perceiving pain for objects 2 and 1 (P < 0.001) (Fig. 7B). The reaction time for the prosthetic to complete a reflex after perceiving pain was recorded and was similar to reaction times in healthy humans from previously published data (Fig. 7C) (28).
User tactile perception

With the added ability to perceive both innocuous and noxious tactile sensations in a single stimulation modality, an amputee user can use more realistic tactile sensations to discriminate between objects with a large or small (sharp) radius of curvature. The participant demonstrated his ability to perceive both innocuous and noxious tactile sensations by performing several discrimination tasks with a prosthetic hand. The neuromorphic tactile signal was passed from the prosthesis controller directly to the stimulator to provide sensory feedback to the amputee. The participant could reliably detect, with perfect accuracy, which of the fingers of the prosthesis were being loaded (Fig. 8A). The participant also received sensory feedback from varying levels of pressure applied to the prosthetic fingers. A light (<100 kPa), medium (<200 kPa), or hard (>200 kPa) touch, as measured by the e-dermis, presented to the prosthesis was translated to the peripheral nerves of the amputee by using the neuromorphic representation of touch (figs. S4 and S5).

To demonstrate the ability of the prosthesis and user to perceive differences in object shape through variation in the comfort levels of sensory feedback, we presented each of the three objects to the prosthesis. Sensory feedback to the thumb and index finger regions of the phantom hand enabled the participant to perceive variations in the object curvatures, which were realized through changes in perceived comfort of the sensation. The results show an inversely proportional relationship between the radius of curvature of an object and the perceived discomfort of the tactile feedback (Fig. 8B). In addition to being able to perceive variation in sharpness of the objects, as conveyed by the discomfort in the neuromorphic tactile feedback, the participant could reliably differentiate between the three objects with high accuracy (Fig. 8C). Finally, the participant performed the PDT with his prosthesis (movie S4).

The prosthesis pain reflex control was implemented during the grasping task, which resulted in the prosthesis automatically releasing an object when pain was detected (see Materials and Methods). During actual amputee use, the prosthesis pain reflex registered over half of the object 3 movements as painful, significantly more than for the other objects ($P < 0.05$) (Fig. 8D).

Responses from a subjective survey of the perception of the sensory stimulation show that the amputee felt as if the tactile sensations were coming directly from his phantom hand. In addition, the participant stated that he could clearly feel the touch of objects on the prosthetic hand and that it seemed that the objects themselves were the cause of the touch sensations that he was experiencing during the experiments (table S2).

Fig. 4. E-dermis and neuromorphic tactile response from different objects. (A) Three different objects, with equal width but varying curvature, were used to elicit tactile responses from the multilayered e-dermis. (B) Pressure heatmap from the fingertip sensor on a prosthetic hand during grasping of each object and (C) corresponding pressure profile for each of the sensing layers. (D) The pressure profiles were converted to the input current, $i$, for the Izhikevich neuron model for sensory feedback to the amputee user (movie S4). Note the highly localized pressure during the grasping of object 3 and the resulting nociceptor neuromorphic stimulation pattern, which is realized through changes in stimulation pulse width and the neuromorphic model parameters.
**DISCUSSION**

**Perceiving touch and pain**

Being able to quantify the perception of innocuous and noxious stimuli for tactile feedback in amputees is valuable because it enables the replacement of an extremely valuable piece of sensory information: pain. Not only does pain play a role in providing tactile context about the type of object being manipulated, but it also acts as a mechanism for protecting the body. One could argue that this protective mechanism is not necessary in a prosthesis because it is merely an external tool or piece of hardware to an amputee user. We postulate that being able to capture noxious stimuli is actually more valuable to a prosthesis because it does not have the same self-healing characteristics found in healthy human skin, although recent research has shown self-healing materials that could be used for future prosthetic limbs (13, 34). To enable an artificial sense of self-preservation, a noxious tactile signal is useful for the prosthesis to ensure that it does not exceed the limits of a cosmetic covering or the hand itself. As prosthetic limbs become more sophisticated and sensory feedback becomes more ubiquitous, there will be a need to increase not just the resolution of tactile information but also the amount of useful information being passed to the user. We have identified how changing stimulation pulse width and frequencies enables a spectrum of tactile sensation that captures both innocuous and noxious perceptions in a single stimulation modality.

Our extensive phantom hand mapping, psychophysics, and EEG results support the use of TENS for providing relevant sensory information to an amputee. The EEG results are limited in that they do not provide detailed information on how changes in stimulation patterns were perceived, but they do show activation in sensory regions of the brain indicating relevant sensations in the amputee. Furthermore, the results from the user survey (table S2) showed that sensory feedback helped the amputee better perceive his phantom hand and that objects being grabbed by the prosthesis were perceived as being the source of the sensation, which helps support the neuromorphic stimulation as a valid approach for providing relevant sensory feedback.

The results from the PDT showed the ability of the prosthesis to detect pain and reflex to release the object. Object 3 was overwhelmingly detected as painful due to its sharp edge (Fig. 7B). The high success rate for detecting and preventing pain for the benchtop PDT is likely due to the controlled nature of the prosthesis grip. The likelihood of detecting object 3 as painful decreased and the chances of pain being detected for the other objects increased during the PDT with a user-controlled prosthesis (Fig. 8D); however, pain detection and reflex were still significantly more likely for object 3 (P < 0.05). This shift in pain detection is likely due to the amputee’s freedom to pick up the objects with his prosthesis in any way he chose. The variability in grasping orientation and approach for each trial resulted in more instances where object 3 was not perceived as painful by the prosthesis. The ability to handle objects in different positions and orientations raises an interesting point: The amount of pain produced is not an inherent property of an object; rather, it is dependent on the way in which it is grasped. A sharp edge may still be safely manipulated without pain if the pressure on the skin does not exceed the threshold for pain. To reliably encode both touch and pain for prostheses, tactile signals should be analyzed in terms of pressure as opposed to grip force.

The prosthesis pain reflex presented here is autonomous, but one possibility is to use the amputee’s electromyography (EMG) signal as an additional input to the reflex model to enable modulation of the pain sensitivity perceived by the prosthesis. In this work, the pain sensation was not severe enough to generate a reliable EMG reflex signal, so the reflex decision was made by the prosthesis instead of the user. The time for a user to process sensory feedback and produce a voluntary contraction is over 1 s (35), which is why we implemented an autonomous prosthesis pain reflex to achieve a response time closer to what is found in
ability to reliably identify each object presented to the prosthesis based purely on the presented to the prosthetic hand. (Fig. 3E). Furthermore, we demonstrated real-time discrimination between object curvature based purely on perceived discomfort in tactile feedback, which was associated with sharpness of the objects by the participant.

Neuromorphic touch

The ability of the participant to discriminate objects, specifically those that cause pain, is rooted in the neuromorphic tactile transduction and corresponding nerve stimulation. The psychophysical results illuminate the stimulation paradigms necessary to elicit tactile sensations that correspond to both mechanoreceptors and nociceptors in the phantom hand of an amputee.

More sophisticated neuron models exist and could be used to capture behavior of individual receptors and transduction (25); however, the limitation of hardware prevents the stimulation of individual afferent nerve fibers. The Izhikevich model is simplistic in its dynamics but still follows basic qualities of integrate-and-fire models with voltage nonlinearity for spike generation and extremely low computational requirements, which allow for the creation of a wide variety of neuron behaviors (33). The advantage of the neuromorphic representation of touch in our work is that we can transform signals from the multilayered e-dermis directly into the appropriate stimulation paradigm needed to elicit the desired sensory percepts in the amputee participant. Specifically, the combination of mechanoreceptor and nociceptor outputs enables additional touch dimensionality while maintaining a single modality of feedback in both physical location and stimulation type. This combination allows the user to better differentiate between objects based on their unique evoked perceptions for each object (Fig. 8, B and C).

The limitation of this work is the small study sample. Although this work is a case study with a single amputee, the extensive psychophysical experiments and stability (Figs. S1 and S2) of the results over several months show promise that other amputees would experience a similar type of perception from TENS, a technique we have previously validated for activating relevant phantom hand regions in multiple amputees (24). However, the psychophysics will likely have slight differences based on age and condition of the amputation. The results are promising in that the stimulation parameters used to elicit pain or touch followed the same trend in both median and ulnar nerve sites of the amputee (Fig. 3E). This work implies that both innocuous and noxious touches can be conveyed using the same stimulation modality. In addition, we showed that it is not necessarily a large amount of injected charge into the peripheral nerves that elicits a painful sensation. Rather, a combination of stimulation pulse width and frequency at the discrete detection boundary appears to create the most noxious sensations. Additional biology (Fig. 7C). Biologically, this autonomous response is equivalent to a fast spinal reflex compared with the slower cortical response for producing a voluntary EMG signal for controlling limb movement.

Another implication of this work is the quantification of perceived noxious and innocuous tactile sensations during TENS of peripheral afferents. One might assume that an increase in discomfort would be associated with an increase in delivered charge; however, we found that the most painful sensations during tactile feedback to an amputee delivered through TENS were primarily dictated by an increase in stimulation pulse width and stimulation frequency. Specifically, frequencies that were near the discrete detection boundary (15 to 30 Hz) were perceived as more painful than higher frequencies. Changes in stimulation frequency seemed to have the largest influence on the perceptions of touch and pain, whereas pulse width affected intensity of the sensation
amputee participants who are willing to undergo nerve stimulation, sensory mapping, and psychophysical experiments to quantify their perceived pain would be needed to allow us to generalize the clinical significance to a wider amputee population. Our findings have applications not only in prosthetic limb technology but also for robotic devices in general, especially devices that rely on tactile information or interactions with external objects. The overarching idea of capturing meaningful tactile information continues to become a reality, because we can now incorporate both innocuous and noxious information in a single channel of stimulation. Whether it is used for sensory feedback or internal processing in a robot, the senses of touch and pain together enable a more complete perception of the workspace.

This study illustrates, through demonstration in a prosthesis and amputee participant, the ability to quantify and use tactile information that is represented by a neuromorphic interface as both mechano-receptor and nociceptor signals. Through our demonstration of capturing and conveying a range of tactile signals, prostheses and robots can incorporate more complex components of touch, namely, differentiating innocuous and noxious stimuli, to behave in a more realistic fashion. The sense of touch provides added benefit during manipulation in prostheses and robots, but the sense of pain enhances their capabilities by introducing self-preservation and protection.

MATERIALS AND METHODS
Objectives and study design
Our objectives were to show that (i) a prosthetic hand was capable of perceiving both touch and pain through a multilayered e-dermis and (ii) an amputee was capable of perceiving the sense of both touch and pain through targeted peripheral nerve stimulation using a neuromorphic stimulation model.

Participant recruitment
All experiments were approved by the Johns Hopkins Medicine Institutional Review Board. The amputee participant was recruited from a previous study at Johns Hopkins University in Baltimore, MD. The participant consented to participate in all the experiments and to have images and recordings taken during the experiments used for publication and presentations. At the time of the experiments, the participant was a 29-year-old male with a bilateral amputation 5 years prior, due to tissue necrosis from septicemia. The participant has a transradial amputation of the right arm and a transhumeral amputation of the left arm. The left arm was used for all sensory feedback and controlling the prosthesis in this work. After 2 months of sensory mapping, the experiments were performed on average once every 2 weeks over a period of 3 months with follow-up sessions after 2, 5, and 8 months. EEG data were collected in one session over a period of 2 hours.

Sensory feedback
The sensory feedback experiments consisted of TENS of the median and ulnar nerves using monophasic square-wave pulses. We performed mapping of the phantom hand using a 1-mm beryllium copper (BeCu) probe connected to an isolated current stimulator (DS3, Digitimer Ltd., Hertfordshire, UK). An amplitude of 0.8 mA and frequency of 2 to 4 Hz were used while mapping the phantom hand. Anatomical and ink markers were used, along with photographs of the amputee’s limb, to map the areas of the residual limb to the phantom hand. For all other stimulation experiments, we used a 5-mm disposable Ag–Ag/Cl electrode. A 64-channel EEG cap with Ag–Ag/Cl electrodes (impedance, <10 kΩ) was used for the EEG experiment. The participant was seated, and stimulation electrodes were placed on the median and ulnar nerve sites of his residual limb. Each site was stimulated individually for a period of 2 s, followed by a 4-s delay with 25% jitter before the next stimulation. There was a total of 60 stimulation presentations with varying pulse width (1 to 20 ms) and frequencies (4 to 45 Hz) with an amplitude of 1.6 mA. A time window of 450 ms starting at 400 ms after stimulation was used to average EEG activity across trials and compared with baseline activity using methods similar to those in (36).

Psychophysical experiments
Psychophysical experiments were performed to quantify the perception of TENS on the median, radial, and ulnar nerves of the amputee. Experiments included sensitivity detection (varying pulse width at 20 Hz), detection of discrete versus continuous stimulation (varying frequency with pulse width of 5 ms), and scaled pain discrimination. For the pain discrimination experiment, the participant used a discomfort scale that ranged from pleasant or enjoyable (−1) to no pain (0) to very intense pain (10) (table S1). Stimulation current amplitude was held at 2 mA, whereas frequency and pulse width were modulated to quantify the effect of signal modulation on perception in the participant’s phantom hand. Every electrical stimulation was presented as a 2-s burst with at least 5-s rest before the next stimulation. Experiments were conducted in blocks up to 5 min with a break up to 10 min between each block. Every stimulation condition was presented up to 10 times. Psychometric functions were fit using a sigmoid link function (24).

E-dermis fabrication
The multilayered e-dermis was constructed from piezoresistive transducing fabric (Eeonxy) placed between crossing conductive traces (stretch conductive fabric, LessEMF), similar to the procedure described in previous work (37). The piezoresistive material is pressure-sensitive and decreases in resistance with increased loading. The intersection of the conductive traces created a sensing taxel, a tactile element. Human anatomy expresses a lower density of nociceptors, compared with mechanoreceptors, in the fingertip (38). So, we designed the epidermal layer as a 1 × 1 sensing array, whereas the dermal layer was a 2 × 1 array (Fig. 2A). The size of the prosthesis fingertip and the available inputs to the prosthesis controller limited the number of sensing elements to three per finger. The piezoresistive and conductive fabrics were held in place by a fusible tricot fabric with heat-activated adhesive. A 1-mm layer of silicone rubber (Dragon Skin 10, Smooth-On) was poured between two sensing layers. After the intermediate rubber layer cured, the textile sensors were wrapped into the fingertip shape, and a 2-mm layer of silicone rubber (Dragon Skin 10, Smooth-On) was poured as an outer protection and compliance layer, which is known to benefit prosthesis grasping (19). The e-dermis was placed over the thumb, index, and pinky phalanges of a prosthetic hand (Fig. 1B).

Prosthesis control
A bebionic prosthetic hand (Ottobock, Duderstadt, Germany) was used for the experiments. Prosthesis movement was controlled using a custom control board, with an ARM Cortex-M processor, developed by Infinite Biomedical Technologies (IBT; Baltimore, MD). The board was used for interfacing with the prosthesis, reading in the sensor signals, controlling the stimulator, and implementing the neuromorphic model. During the user-controlled PDT, the amputee used his own prosthesis (fig. S6), a bebionic hand with Motion Control wrist.
and a Utah Arm 3+ arm with elbow (Motion Control Inc., Salt Lake City, UT). The amputee controlled his prosthesis using an LDA algorithm on an IBT control board for EMG pattern recognition. The electrodes within his socket were bipolar Ag-Ag/Cl EMG electrodes from IBT.

Neuromorphic models
We implemented artificial mechanoreceptor and nociceptor models to emulate natural tactile coding in the peripheral nerve. We tuned the model to match the known characterization of TENS in the amputee to elicit the appropriate sensation. Constant current was applied during stimulation, and both pulse width and spiking frequency were modulated by the model. Higher grip force was linked to increased stimulation pulse width and frequency, which was perceived as increased intensity in the phantom hand. Innocuous tactile stimuli resulted in shorter pulse widths (1 or 5 ms), whereas the noxious stimuli produced a longer pulse width (20 ms), a major contributor to the perception of pain through TENS, as shown by the results. To create the sensation of pain, we varied the parameters of the model in real time based on the output of the e-dermis. We converted the e-dermis output to neural spikes in real time by implementing the Izhikevich neuron framework (33) in the embedded C++ software on the prosthesis control board. The output of the embedded neuromorphic model on the control board was used to control the stimulator for sensory feedback. The neuromorphic mechanoreceptor model was a combination of SA and RA receptors modeled as regular and fast-spiking neurons. The nociceptor model was made up of Aδ neurons, which were modeled as fast-spiking neurons to elicit a painful sensation in the phantom hand. It should be noted that the fast-spiking neuron model was perceived as noxious with an increase in pulse width, which allows us to use the same Izhikevich neuron for both mechanoreceptors and nociceptors. The e-dermis output was used as the input current, I, to the artificial neuron types. The evolution of the membrane potential v and the refractory variable u are described by Eqs. 1 and 2. When the membrane potential reaches the threshold vth, the artificial neuron spikes. The membrane potential was reset to c, and the membrane recovery variable u was increased by a predetermined amount d (Eq. 3). The spiking output was used to directly control the TENS unit for sensory feedback.

\[
\frac{dv}{dt} = Av^2 + Bv + C - u + \frac{I}{RC_m} \tag{1}
\]

\[
\frac{du}{dt} = a(bv - u) \tag{2}
\]

\[
\text{if}(v \geq v_{th}), \text{then} \begin{cases} v = c \\ u = u + d \end{cases} \tag{3}
\]

Because we are not directly stimulating individual afferents in the peripheral nerves, we tuned the model to represent behavior of a population of neurons. The parameters used for the different receptor types were as follows: \(A = 0.04/Vs; B = 5/s; C = 140 \text{ V/s}; C_m = 1 \text{ F}; R = 1; b = 0.2/s; c = -65 \text{ mV}; d = 8 \text{ mV/s}; v_{th} = 30 \text{ mV}; \) and

\[a = \begin{cases} 0.02/s, \text{ Regular spiking (RS)} \\ 0.01/s, \text{ Fast spiking (FS)} \end{cases}\]

A, B, and C, are constants of the model, b describes the sensitivity of the recovery variable u, c is the membrane reset voltage, \(C_m\) is the membrane capacitance, and R describes the membrane resistance of the neuron. The fast-spiking neurons fired with high frequency with little adaptation, similar to responses from nociceptors during intense, noxious stimuli (7). In the model, fast spiking is represented by a very fast recovery (a). Values for the parameters were taken from (26) and (33).

We limited the spiking frequency of the neuromorphic model to 40 and 20 Hz for the mechanoreceptor and nociceptor models, respectively. The transition of the neuromorphic model from mechanoreceptors to nociceptors relies on the pressure measured at the fingertips of the prosthesis, the number of active sensing elements, and the SD of the pressure signal across the active taxels. The prosthesis fingertip pressure (P) is used to determine the neuromorphic stimulation model for sensory feedback. Highly localized pressure above a threshold \(\beta\) triggers the FS model, whereas the RS model is used in cases of more distributed fingertip pressure. The following pseudocode explains how the stimulation model is chosen, where \(\beta = 150 \text{ kPa}, n = \text{number of active taxels}, \) and \(Pw\) is the stimulation pulse width:

\[
\text{if } (P \geq \beta \text{ and } n < 2), \text{ then } \text{[nociceptor (Aδ) (FS: } Pw = 20 \text{ ms}]}
\]

\[
\text{else if } (P \geq \beta \text{ and } n = 2), \text{ then } \text{[mechanoreceptor (SA/RA) (FS: } Pw = 5 \text{ ms}]}
\]

\[
\text{else } \text{[mechanoreceptor (SA/RA) (RS: } Pw = 5 \text{ ms}]}
\]

Prosthesis pain reflex
To mimic biology, we modeled the prosthesis pain withdrawal as a polysynaptic reflex (29, 30) in the prosthesis hardware. In our model, the prosthesis controller was treated as the spinal cord for the polysynaptic reflex. The nociceptor signal was the input, \(I(t)\), to an integrating interneuron \(\Gamma\) whose output \(I_{\Gamma}(t)\) was the input to an \(\alpha\) motor neuron, which triggered the withdrawal reflex through a prosthesis hand open command after \(\sim 100 \text{ ms of pain}\). Both neurons can be modeled as leaky integrate and fire with a synapse from the \(\alpha\) motor neuron causing the reflex movement (Eqs. 4 and 5, and fig. S7), similar to the EMG signals generated during a nociceptive reflex (39).

\[
\text{Interneuron (}\Gamma\text{) : } \tau_m \frac{d\nu_{\Gamma}}{dt} = E + RI(t) - \nu_{\Gamma}(t) \tag{4}
\]

\[
\text{Alpha motor neuron (}\alpha\text{) : } \tau_m \frac{d\nu_{\alpha}}{dt} = E + R\Gamma(t) - \nu_{\alpha}(t) \tag{5}
\]

Both neurons had time constant \(\tau_m = 10 \text{ ms} \), resting potential \(E = -60 \text{ mV}, \) membrane resistance \(R = 20 \text{ ohms}, \) and a spiking threshold of \(v_{th} = -40 \text{ mV}\). The time step was 5 ms, and the nociceptor signal was normalized, enveloped, and scaled by \(\beta = 0.2 \text{ mV}\). The prosthesis reflex parameters were chosen to trigger hand withdrawal after \(\sim 100 \text{ ms of pain}\) to mimic the pain reflex in healthy humans (28). Fingertip pressure, the rate of contact, and the number of active sensing elements on each fingertip were used as features for an LDA algorithm to detect the different objects. Object 3 was labeled as a painful object. A taxel was considered active if it measured a pressure greater than 10 kPa. The pattern recognition algorithm was trained using sensor data from 5 trials of prosthesis grasping for each object and validated on 10 different trials.

Object design and fabrication
We created three objects of equal size with varying edge curvatures, defined by the edge blend radius, using a Dimension 1200es 3D printer (Stratasys, Eden Prairie, MN). Each object has a width of 5 cm but...
differed in curvature. Each object’s curvature followed a power law, where the leading edge of the protrusions varies in blend radii and ranges from flat to sharp. The radius of curvature, $R_c$, of the leading edge can be modified by the body power law exponent, $n$, where

$$R_c = \frac{1}{|nA(n-1)|} \left[ x^{2/n} + (nA)^2 x^{1/n} \right]^{2/n}$$

$A$ is the power law constant, which is a function of $n$, and $x$ is the position along the Cartesian axis in physical space. The objects for this study were designed to maintain a constant width, $w$, (fig. S8), to prevent the ability to discriminate between the objects based on overall width. The three objects used had a power law exponent, $n$, of $1/4$, $1/2$, and 1 and were referred to as object 1, object 2, and object 3, respectively. More details and explanation of power law–shaped edges can be found in (40, 41).

**Experimental design**

**Finger discrimination**

The multilayered e-dermis was placed over the thumb and pinky finger of the prosthesis. Activation of each fingertip sensor corresponded directly to nerve stimulation of the amputee in the corresponding site of his phantom hand. The participant was seated, and his vision was occluded. The experimenter pressed the prosthetic thumb, pinky, both, or neither in a random order. Each condition was presented eight times. The stimulation amplitude was 1.5 and 1.45 mA for the thumb and pinky sites on the amputee’s residual limb, respectively. Next, the experimenter pressed the prosthetic thumb or pinky with a light (<100 kPa), medium (>200 kPa), or hard (>400 kPa) pressure (figs. S4 and S5). Each force condition was presented 10 times in a random order for each finger.

**Object discrimination**

Fingertip sensors were placed on the thumb and index finger of a stationary bebionic prosthetic hand. The participant was seated, and his vision of the prosthesis was occluded. A stimulating electrode was placed over the region of his residual limb that corresponded to his thumb and index fingers on his phantom hand. The experimenter presented one of the three objects on the index finger of the prosthetic hand for several seconds. The participant responded with the perceived object and the perceived discomfort based on the tactile sensation. Each block consisted of up to 15 object presentations. The participant performed three blocks of this experiment. Each object was presented randomly within each block, and each object was presented the same number of times as the other objects. The participant visually inspected the individual objects before the experiment took place, but he was not given any sample stimulation of what each object would feel like. This was done to allow the participant to create his own expectation of what each object should feel like if he were to receive sensory feedback on his phantom hand.

**Pain detection task**

In the benchtop PDT, the prosthesis was mounted on a stand with the multilayered sensors on the thumb and index finger. The object was placed on a stand, and the prosthesis grabbed the object using a closed precision pinch grip. Each object was presented to the prosthesis at least 15 times in a random order. For the user-controlled PDT, the participant used his prosthesis to pick up and move one of the three objects. Each object was presented at least 10 times. The instances of prosthetic reflex were recorded. The participant took a survey at the end of the experiments (table S2).

**Data collection**

Each taxel of the multilayered e-dermis was connected to a voltage divider. Sensor data were collected by the customized prosthesis controller and sent through serial communication with a baud rate of 115,200 bps to MATLAB (MathWorks, Natick, MA) on a PC for further postprocessing and plotting. Each sensing element in the e-dermis was sampled at 200 Hz. Responses from the psychophysical experiments were recorded using MATLAB and stored for processing and plotting. The prosthesis controller communicated with MATLAB through Bluetooth communication with a baud rate of 468,000 bps. Sixty-four–channel EEG data were recorded at 500 Hz by a SynAmp2 system (Compumedics Neuroscan, Charlotte, NC) and processed in MATLAB using the EEGlab Toolbox (Swartz Center for Computational Neuroscience, University of California, San Diego, San Diego, CA). EEG data were downsampled to 256 Hz and band-pass–filtered between 0.5 and 40 Hz using a sixth-order Chebyshev filter. Muscle artifacts were rejected by the Automatic Artifact Rejection (AAR) blind source separation algorithm using canonical correlation approach. Independent component analysis was performed for removal of the eye and remnant muscle artifacts to obtain noise-free EEG data. Results from data collected over multiple trials of the same experiment were averaged together. Statistical $P$ values were calculated using a one-tailed, two-sample $t$ test. Error bars represent the SEM, unless otherwise specified.

**SUPPLEMENTARY MATERIALS**
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Fig. S4. Amputee pressure discrimination.
Fig. S5. Average fingertip pressures.
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Fig. S7. Prosthesis pain reflex.
Fig. S8. Power law object edge radius of curvature.
Table S1. Scaled comfort responses.
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Movie S1. Dynamic EEG activity during nerve stimulation.
Movie S2. Neuroorphic transduction during grasping.
Movie S3. Prosthesis PDT with reflex.
Movie S4. Amputee PDT with reflex.
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BMI control of a third arm for multitasking

Christian I. Penaloza* and Shuichi Nishio

Brain-machine interface (BMI) systems have been widely studied to allow people with motor paralysis conditions to control assistive robotic devices that replace or recover lost function but not to extend the capabilities of healthy users. We report an experiment in which healthy participants were able to extend their capabilities by using a non-invasive BMI to control a human-like robotic arm and achieve multitasking. Experimental results demonstrate that participants were able to reliably control the robotic arm with the BMI to perform a goal-oriented task while simultaneously using their own arms to do a different task. This outcome opens possibilities to explore future human body augmentation applications for healthy people that not only enhance their capability to perform a particular task but also extend their physical capabilities to perform multiple tasks simultaneously.

INTRODUCTION

Humans have always tried to augment their physical and cognitive capabilities. The question of whether humans will be able to control body augmentation devices with their brains is an active topic of discussion in the scientific community. Recent advancements in robotics and neuroscience are enabling the development of key technologies that may allow humans to augment their capabilities by adapting to new external interfaces.

The field of human body augmentation aims to explore the use of artificial external devices to increase the physical capability of able-bodied individuals (1). The concept of human augmentation is not new; in fact, the goal of bionics research, as stated by von Gierke half a century ago, is to extend human physical and intellectual capabilities by prosthetic devices in the most general sense (2). Exoskeletons (3), for instance, are well-known examples of the integration of humans and machines to enhance human physical abilities such as strength or endurance. More recent studies have proposed augmentation devices in the form of supernumerary robotic limbs (SRLs), such as wearable robotic arms (4) or fingers (5) that are able to support heavy objects (6), grasp multiple objects (5), or play instruments (7). The methodologies to control these devices range from manual operation through a joystick to using electromyogram signals from muscle impulses (5) from other limbs. In these cases, the augmentation system receives a control command by decoding the user’s intention through the movement of the body part.

Currently, SRLs are used for collaborative tasks. For instance, Bretan et al. presented a study in which a robotic prosthetic limb with an attached drumstick end effector [originally intended for an amputee drummer (7)] was attached to the shoulder of the drummer and was activated by foot to simultaneously play music in collaboration with the real hands. Parietti and Asada developed wearable robot arms attached to the wearer’s body that can work closely with the wearer by holding an object, positioning a workpiece, and operating a powered tool (4). Another wearable robot attached to the human waist developed by the same team efficiently supports the body when the human is taking fatiguing postures, for example, hunching over, squatting, or reaching toward the ceiling (6). Wu and Asada presented wrist-mounted robot fingers that assisted the human hand in performing a variety of tasks such as grasping and holding objects (5). Llorens-Bonilla et al. presented two additional robotic arms worn through a backpack-like harness that tracked user’s hands to activate and to assist the user by holding objects, lifting weights, and streamlining the execution of a task (8). In these cases, the system receives a control command by decoding the user’s intention through the movement of the body part.

Multitasking, on the other hand, involves performing two independent tasks simultaneously. Other than using artificial limbs that hold objects so operators could free their hands to engage in another task (4, 5, 8), we know of no studies that have investigated participants performing two completely different tasks simultaneously by using an SRL in parallel with their own limbs. The use of SRLs for multitasking may not only enhance the capability to achieve a particular task but also extend the number of tasks a human can perform simultaneously. In contrast to SRLs for collaborative tasks that depend on control signals decoded through the movement of a certain body part, SRLs for multitasking need to decode the user’s intention without considering the movement of other body parts, because these body parts are engaged in another task. This may be possible if the intention of the user is decoded directly from the signals of the brain. Controlling body augmentation devices with the brain and multitasking are two of the main goals in human body augmentation.

Recent advances in invasive brain-machine interface (BMI) have allowed the monitoring and decoding of neural activity from brain areas, such as sensorimotor cortex, through brain implants, which bypass the activity of the muscles and deliver control commands to an external assistive device such as a robotic arm (9). Moreover, extensive research with noninvasive BMI systems has shown that users do not need to undergo brain implant surgery to be able to perform a single task by controlling devices such as a virtual keyboard (10), a wheelchair (11), or a robotic arm (12). These systems usually require high levels of concentration for the user to control the robotic device that substitutes for the user’s ability to speak or move. Until now, BMI systems have been used for recovery or replacement of a lost ability, but not to enhance or extend the abilities of the person. To our knowledge, no BMI studies have explored the control of an SRL to achieve multitasking. The use of a BMI system to control body augmentation devices to do multitasking not only encounters great challenges but also opens possibilities for healthy participants to extend their physical capabilities.

In this study, we present experimental evidence that healthy participants were able to control a human-like robotic arm by using a non-invasive BMI to achieve multitasking. Participants controlled the robotic arm to perform two tasks simultaneously: one task with the robot arm and a different task with their own arms. By imagining a goal-oriented action that activated the robot to grasp an object,
participants simultaneously had to balance a ball placed on a board held with their own hands.

RESULTS
Fifteen participants participated in the experiment that consisted of grasping a bottle with a human-like robot arm by imagining the grasping action. The robotic arm was placed next to the participants to create the illusion that it was coming out of their own bodies, as shown in Fig. 1A. The experiment consisted of a baseline session for a parallel task (ball balancing), exploratory sessions for participants to get familiarized with the tasks, calibration and evaluation sessions for single and multiple tasks, a final balancing session, and a post-experimental survey, as explained in the Materials and Methods section.

During the single-task condition, participants were asked to imagine the action of grasping or releasing a bottle with the robotic arm. The experimenter positioned a bottle at a close distance to the robotic arm, so that it could be grasped, and took the bottle away when it was released, as shown in Fig. 1C. The robot arm had a preprogrammed movement trajectory from a resting position to a grasping position that was controlled by the power spectral density (PSD) of an electrode that was automatically selected during the calibration session. Each session consisted of 10 trials of 20 s each. Trials consisted of a grasping and a releasing period of 10 s each.

During the multitask condition, participants had to control the robot arm in the same way as in the single-task condition while simultaneously balancing a ball placed on a board, as shown in Fig. 1D. Twenty trials were collected to evaluate the performance of each trial, which was computed by using the precalibrated threshold, as explained below. The overall performance for the single task was 67.5% (median) and that for the multitask was 72.5% (median) with no statistical difference. The histograms of Fig. 2 show the distribution of participants with respect to their performances for the single and multiple tasks. Considering the visual appearance of the histogram distributions, we hypothesized that the distribution for the single task is unimodal and that for the multitask is bimodal, with two main groups of people: those who achieved good and bad performances. To confirm the hypothesis, we conducted the Hartigan’s dip-significance test (13): Only the multitask distribution is multimodal with $P = 0.0001$, indicating significant multimodality. The Gaussian mixture models (GMMs), along with the expectation maximization (GMM-EM) algorithm (14), were then used to compute the probability function that best fits the modalities found. Figure 2B shows a visual representation of the probability function resulting from the GMM-EM algorithm. The performance score (68.8%) corresponding to the boundary between the two modalities was used to separate the two groups: good performers (above the boundary) and bad performers (below the boundary). The graph in Fig. 3 shows the performance median score and the number of good performers (eight people, median = 85) and bad performers (seven people, median = 52.5) for the multitask condition.

As previously mentioned, the ball-balancing task was performed and evaluated at the beginning of the experiment (baseline), during the multitask session, and at the end of the experiment. The evaluation metric was computed by a color-shape detection algorithm that kept track of the number of times a yellow ball passed over the center of the evenly distributed colored markers placed on the balancing board (Fig. 1B) during each trial.

DISCUSSION
From the aforementioned outcomes, there are several points that can be discussed. First, more than half of participants (8 of 15) were able to achieve multitasking by controlling the robot arm with the BMI while simultaneously performing another task with their own arms. If we only compare the overall performance during the single task (median = 67.5%) and multitask (median = 72.5%), then there is not a significant difference; however, the histograms show that for multitasking, people can be classified as good or bad performers. On the other hand, for single-tasking, most participants achieved performance scores similar to those in traditional motor imagery–based BMI literature (15).

Although the reason why only some participants were able to achieve multitasking is not obvious, it may be possible that, for these participants, the brain activations while performing two tasks were easier to distinguish compared with the brain activation during the single task, which resulted in a better SRL control. On the other hand, the reason why bad performers failed to operate the third arm could be the complexity of performing two tasks simultaneously, which increased the overload of switching attention. The divided attention in two different tasks might not have allowed the participants to fully concentrate on both tasks at the same time, thus achieving a higher performance score in one task or the other but not both. This can be observed particularly in bad performers because they had higher balancing performance scores during the multitask evaluation session compared with good performers (fig. S6).

As previously mentioned, during the multitask condition, attention was drawn away from one task to another, which means that cognitive resources also shifted away from a primary task to a parallel task,
producing an interference in successful task performance of the primary task. The effects of this interference are not completely known, but it may be possible that both tasks require the same active brain regions to process different kinds of information or that one particular brain region activates during a parallel task (i.e., ball balancing), affecting the activity of another brain region that becomes active during the primary task.

Figure S5 shows that there was a slight decrease in the balance performance during the multitask session compared with the initial balance session used as the baseline. This outcome seems reasonable given the complexity of multitasking. However, the balance performance was expected to be recovered in the final balancing session, because it was conducted under the same conditions as the baseline session, but this did not happen. It is possible that during the final ball-balancing session (after participants had already performed the same balancing task repeatedly), they felt more confident in their ball-balancing skill but performed the task with less accuracy. Because the vision system was programmed to assign higher scores when the yellow ball passed exactly over the colored markers of the board, participants who balanced the ball but did not meet this evaluation criterion received lower scores.

Other factors that may have affected the arm control performance outcome are (i) visual appearance of the robot, (ii) the degree of the illusion of ownership of the third arm that participants may have experienced during the experiment, and (iii) the type of task during the experiment. For the multitask condition, besides the aforementioned factors, the previous coordination and attention skill level of the participant also might have played an important role. Regarding the visual appearance, we know from previous studies that the human likeness of the robot may raise the illusion of body ownership transfer (BOT) in operators (16–19). In our previous work, this sensation of owning the robot’s body was confirmed when operators controlled the robot either by performing the desired motion with their body or by using a BMI that translated motor imagery commands to robot movement (20, 21). In this experiment, we again used a human-like robotic arm to raise the illusion of ownership in participants, but this outcome was not fully achieved. According to the survey results (fig. S8), the scores directly related to body ownership (Q1 was “I felt the robot arm was part of my arm,” and Q2 was “I felt the robot arm was part of my body”) were not very high. The reasons for this outcome may be (i) the lack of induction of illusion (visual and touch feedback was not synchronized as during rubber-hand illusion), (ii) a discrepancy between robot arm movement and participants’ expectations, and/or (iii) the short amount of time that participants spent with the arm, which was insufficient to get used to it. Although the illusion of BOT was not fully achieved, there is a possibility that the human likeness of the arm used in the experiment contributed to the good control performance.

Another factor that may have also contributed to the control performance was the sense of agency, which refers to the sensation of being the agent or owner of one’s own action. This sensation was expressed by most participants because they believed that they were causing the robot arm to move (Q6), as shown by the high survey score (fig. S8). Regarding the type of experimental task, unlike most motor imagery–based BMI experiments that use a non–goal-oriented task (participants are asked to imagine moving their hand), in the proposed experiment, participants were explicitly asked to do a goal-oriented task (imagine grasping the bottle), which may have contributed to the operation of the robot arm using a BMI. Although in the current experiment there is not a direct comparison between a motor imagery task (move hand) and a goal-oriented task (grasp bottle), the evidence presented by Yong and Menon (22) indicated that goal-oriented tasks lead to a better classification performance compared with simple motor
imagery. In fact, Pichiorri et al. also demonstrated that only those who adopted a goal-oriented hand-grasping imagination strategy showed significant training-induced changes in the transcranial stimulation functional map of the hand muscles and the brain network organization derived from electroencephalogram (EEG) signals (23).

By analyzing fig. S7, we note that gamma band was the most commonly selected frequency band by the algorithm among all participants. Numerous studies have experimentally linked gamma band to a wide range of cognitive processes that include learning, attention, memory, and visual-auditory perception (24). However, this band seems to be particularly relevant for enhanced processing of attended attention (25, 26). Moreover, other studies have shown that gamma-band response is also sensitive to various stimulus characteristics for object perception, including object familiarity (27), the category of the object presented (28), and successful memory encoding and retrieval of objects (29). Taking this previous evidence into consideration, it is likely that attention and object perception are closely linked to the result that gamma band was automatically selected for both experimental conditions, because both involved a goal-oriented task.

Unlike common motor imagery, which is characterized by modulation of pre-motor brain areas (mostly C3 and C4) during the movement of the hand or imagination of hand movement (23, 30), our experimental results show that participants were able to modulate other brain areas, such as the left and right frontal cortex (F3 and F4) and the left parietal lobe (P3). This finding can be correlated to numerous experimental research studies with EEG and functional magnetic resonance imaging that indicate that the large-scale networks spanning parietal and frontal cortex mediate selective attention (31). However, it could also be the case that the type of experimental task played an important role in activating these areas, because there is evidence that parietal and frontal cortical areas are important in the control of goal-oriented behaviors (32) such as the one observed during both experimental conditions.

As a final remark, the evidence presented in this manuscript reveals the ability of the human brain not only to achieve control of external devices but also to cope and adapt its modulation during demanding situations such as multitasking. This opens possibilities to explore other future applications that involve collaborative and parallel tasking using different types of SRLs. On the other hand, it is also important to develop future intelligent brain-controlled SRL that have context-aware capabilities that complement the brain-based command. Because there are different ways that the SRL can perform an action (i.e., different grasping configurations) depending on the context (i.e., type of the object), it could be possible that future SRLs will have vision capabilities to recognize the context and to optimize behavior to match user intention. This way, the intelligent SRL could increase the number of actions that it can perform with the same BMI-based command.

MATERIALS AND METHODS

Participants

Fifteen participants (11 males, 4 females; 14 right-handed, 1 left-handed) in the age range of 19 to 31 (mean = 24.53, SD = 6.89) were recruited for the experiment, most of whom were university students. All participants were naïve to the research topic and were paid for their participation. At the end of the experiment, participants answered a brief survey and were paid for their participation.

Experimental flow

The experiment consisted of the following activities:

1) Preparation. Participants sat in a comfortable chair and wore a 16-channel EEG cap g.Nautilus (g.tec, Austria). A reference electrode was mounted on the right ear and a ground electrode on the forehead. A human-like robotic arm was strategically placed on the left side next to the participants to create the illusion that it was coming out of their own bodies, as shown in Fig. 1. The five-degrees of freedom robot arm is controlled by pneumatic actuators and is covered by a human-like skin silicon material.

2) Ball-balancing baseline session. Participants were asked to hold a ball-balancing board (width of 60 cm, height of 45 cm) that contained four markers of different shapes and colors placed 10 cm away from each corner of the board. A camera placed above the participant (facing in a downward direction toward the ball-balancing board) monitored the activity of the board. A color-shape detection algorithm kept track of the position of the markers and the trajectory of a yellow ball. Participants were asked to continuously balance the ball for 4 min by making the ball pass over each of the four markers. The algorithm generated a ball-balancing score given the following criteria: (i) the yellow ball had to “touch” the exact center of the marker to generate a point, and (ii) the final score was computed according to the distribution of total points among all markers (maximum score of 100% would mean that the percentage of points for each marker was 25%).

3) Exploratory session. This session served as “training session” for participants to get familiarized with the activities to be performed during the calibration and evaluation sessions of two experimental conditions: single task and multitask. During single-task condition, participants were asked to imagine “grasping a bottle with the robot arm” when an auditory cue (bell sound) was activated twice and the experimenter placed the bottle close to the robot arm. After 10 s, the bell sound was played once and the experimenter took away the bottle, at which time participants were asked to imagine “releasing the bottle and relaxing the arm” for another 10 s. Finally, after 10 more seconds, another bell sound was played to notify the participant the end of the trial, as described in fig. S1. During multitask condition, participants were asked to imagine the grasping and releasing actions when the bell sound was activated (in the same way it was done during single-task condition), but this time, they were asked to perform the ball-balancing task simultaneously in parallel to the grasp-release imagination. The exploratory session consisted of a total of 10 trials (5 trials for single task followed by 5 trials for multitask condition). There was a 2-s rest period between trials.

4) Calibration and evaluation sessions. During calibration, participants performed the single-task session for 10 trials continuously, whereas EEG data were processed to compute and collect the PSD online. The PSD data were used by an electrode-frequency band selection algorithm, as described in detail in the data processing section. During the evaluation session, the PSD data from the selected electrode and frequency band were mapped to the movement trajectories of the robotic arm. The evaluation session consisted of 20 trials with 2-min rests after the first 10 trials. Calibration and evaluation of the multitask condition were performed in the same way as previously described but adding the extra ball-balancing task in parallel to the “grasp-release” activity. The ball-balancing score was collected for each trial and averaged for all trials to compute the overall session score.

5) Final ball-balancing session. In the same way as in the baseline session, participants performed the nonstop ball-balancing task for 4 min, and overall scores were computed.
6) Post-experimental survey. Participants answered a post-experimental survey using a seven-point Likert scale from strong disagreement (one point) to strong agreement (seven points). The questions were designed to find out participants’ perceptions as described in the additional results section.

Data processing
The acquired data were processed online using Simulink/MATLAB (MathWorks). Data from nine selected electrodes (F3, Fz, F4, C3, Cz, C4, P3, Pz, and P4, according to the international 10-20 electrode position system) were used for calibration and evaluation sessions. Although the EEG cap contained 16 electrodes, data from electrodes in the prefrontal were not used to avoid common artifacts caused by the movement of the eyes. Electrodes in temporal and occipital areas were not used due to their commonly known sensitivity to sound and visual stimuli, respectively.

Data processing included sampling at 250 Hz, cutting off artifacts by a notch filter at 60 Hz, bandpass filtering between 0.5 and 60 Hz, and adopting the short-time Fourier transform (STFT) to compute the PSD of five frequency bands: δ (1 to 4 Hz), θ (4 to 8 Hz), α (8 to 12 Hz), β (12 to 30 Hz), and γ (30 to 60 Hz). The STFT transform was applied within a time window of 50 samples that moved along the time series to characterize changes in the power of EEG signals over time for all nine electrodes. A spatial normalization was applied to the PSD of all electrodes, transforming the value of the highest PSD to 1 and the value of the lowest PSD to 0.

System calibration
The calibration consisted of the selection of the optimal electrode and frequency band relevant to the experimental condition (single task or multitask), as well as the configuration of parameters to control the robotic arm. An automatic selection algorithm was used to analyze the normalized PSD values of all electrodes and frequency bands throughout the 10 trials of the calibration session. For each trial, the average of normalized PSD values for the 10 s of “bottle-grasping” period (g) and the average of normalized PSD values for the 10 s of “bottle-releasing” period (r) were computed. At the end of the session, the average of g and r of all trials was computed, giving as result two thresholds τg and τr, plus an additional threshold, *τ, that represents the middle point between τg and τr, as shown in fig. S2. The electrode and frequency band with the longest distance between τg and τr were automatically selected to be used for the evaluation session.

Regarding the parameter configuration to control the robot arm, in the case that brain activity during the bottle-grasping period was an increase of power (+) relative to the other electrodes and a decrease of power (−) during bottle-releasing period, we mapped the values of τg and τr to a scale of [0 1], in which 1 activated the preprogrammed movement of “arm-raising” and “hand-grasping” and 0 activated the “arm-lowering” and “hand-opening” movements (fig. S3). In the case that decrease of power (−) was detected during bottle-grasping period and increase of power (+) was detected during bottle-releasing period, we inversely mapped the values of τg and τr to a scale of [0 1], and the corresponding robot movements were inverted.

Evaluation
During evaluation sessions, the normalized PSD values from the selected electrode-frequency band were mapped in real time to the corresponding trajectory of the robot arm (within the scale [0 1]) and activated the continuous movement. After each trial, the average of the normalized PSD values for bottle-grasping period (g) and bottle-releasing period (r) were computed and compared with the middle threshold *τ obtained during the calibration session. If g and r were correctly below or above *τ according to the preconfigured calibration parameters, then the trial was counted as correct. The final performance score of all trials consisted of the percentage of correct trials in the entire session. Therefore, the final score not only considered the number of correct bottle-grasping actions but also the number of correct bottle-releasing actions.
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G protein signaling–biased agonism at the \(\kappa\)-opioid receptor is maintained in striatal neurons

Jo-Hao Ho\(^1\), Edward L. Stahl\(^1\), Cullen L. Schmid\(^1\), Sarah M. Scarry\(^2\), Jeffrey Aubé\(^2\), Laura M. Bohn\(^1\)\(^*\)

Biased agonists of G protein–coupled receptors may present a means to refine receptor signaling in a way that separates side effects from therapeutic properties. Several studies have shown that agonists that activate the \(\kappa\)-opioid receptor (KOR) in a manner that favors G protein coupling over \(\beta\)-arrestin2 recruitment in cell culture may represent a means to treat pain and itch while avoiding sedation and dysphoria. Although it is attractive to speculate that the bias between G protein signaling and \(\beta\)-arrestin2 recruitment is the reason for these divergent behaviors, little evidence has emerged to show that these signaling pathways diverge in the neuronal environment. We further explored the influence of cellular context on biased agonism at KOR ligand–directed signaling toward G protein pathways over \(\beta\)-arrestin–dependent pathways and found that this bias persists in striatal neurons. These findings advance our understanding of how a G protein–biased agonist signal differs between cell lines and primary neurons, demonstrate that measuring \([\text{35S}]\text{GTP}\_\text{S}\) binding and the regulation of adenylyl cyclase activity are not necessarily orthogonal assays in cell lines, and emphasize the contributions of the environment to assessing biased agonism.

INTRODUCTION

The wide expression of \(\kappa\)-opioid receptors (KORs) and their involvement in physiological functions, such as antinociception (1–3) and mood perception (1, 4), have made KOR a possible target for drug development in the treatment of pain. However, although KOR agonists lack the side effects associated with \(\mu\)-opioid agonists such as morphine, they still have certain side effects associated with their use, including sedation, dysphoria, diuresis, and hallucinations. These adverse events have limited the therapeutic development of KOR agonists (1, 4–6).

KORs are seven transmembrane spanning G protein–coupled receptors (GPCRs) (7, 8) and are widely expressed throughout the central and peripheral nervous systems (9–16). Endogenously, they are activated by opioid peptides, including dynorphins (17, 18). KORs are classically considered to be \(G_{\text{ai}}\),-coupled receptors that mediate antinociceptive properties by engaging these inhibitory \(G\) proteins (19, 20). In turn, KOR activation results in the inhibition of adenylyl cyclase activity, leading to decreased cAMP levels in the nucleus accumbens in mice as do typical KOR agonists, such as U50,488H or U69,593 (41, 43–47).

These findings, coupled with evidence from intracranial self-stimulation studies (41), strongly suggest that by separating G protein signaling and \(\beta\)-arrestin recruitment pathways, KOR agonists can maintain antinociceptive and antipruritic properties while avoiding dopaminergic fluctuations and may thereby be a means to avoid dysphoria associated with KOR agonism. Although this is an attractive hypothesis, there still remains the question as to whether the separation in physiology is actually due to the lack of \(\beta\)-arrestin recruitment to KOR in neurons as it is observed in conventional cellular assays. The evaluation of \(\beta\)-arrestin recruitment in the endogenous setting is fraught with technical limitations because there are currently no direct assays that can be reliably applied to assess the interactions between the endogenous \(\beta\)-arrestin and endogenous receptor (that is, immunohistological approaches do not always work because antibodies are poor expression levels are low). Therefore, we compared assays designed to assess KOR–G protein signaling (stimulation of \([\text{35S}]\text{GTP}\_\text{S}\) binding and inhibition of forskolin-stimulated cAMP accumulation) to \(\beta\)-arrestin–dependent KOR internalization in mouse striatal neurons. These findings emphasize the usefulness and the limitations of cell-based signaling assays for determining differences in ligand signaling profiles and demonstrate that, when compared to a conventional KOR agonist, U69,593, triazole 1.1 displays bias for promoting \([\text{35S}]\text{GTP}\_\text{S}\) binding and inhibiting cAMP accumulation over promoting KOR internalization in primary striatal neurons.

RESULTS

Evaluation of G protein–dependent signaling assays in KOR-expressing cell lines

Assays measuring CAMP accumulation are amenable to neuronal cultures, however low levels of protein make it difficult to assess
Fig. 1. Divergence in signaling across cell-based KOR signaling assays. (A) Membrane $[^{35}S]$GTPγS binding assay in hKOR-CHO cells treated with triazole 1.1 (blue squares) or iso 2.1 (purple triangles), relative to those treated with U69,593 (red circles) at the indicated doses for 1 hour at room temperature. (B) β-Arrestin2 recruitment assay (enzyme fragment complementation (EFC)) in the DiscoveRx PathHunter U2OS cell line treated with the KOR agonists for 90 min at 37°C. (C and D) Inhibition of forskolin-stimulated cAMP accumulation assay without (C) or with (D) pertussis toxin (PTX) overnight pretreatment in hKOR-CHO cells incubated with the KOR agonists for 30 min at room temperature. (E and F) Intracellular calcium mobilization without or with pertussis toxin pretreatment in hKOR-CHO cells with the KOR agonist treatment. (G) $[^{35}S]$GTPγS binding assay using membranes prepared from pertussis toxin–pretreated CHO-hKOR cells. (H) Effect of pertussis toxin overnight pretreatment on β-arrestin2 recruitment (EFC) [EC50 (nM) ± SEM: 105 ± 11 (U69), 2980 ± 741 (triazole 1.1), and 3132 ± 894 (iso 2.1); compare to “-PTX” condition in Table 1]. P > 0.05 by one-way analysis of variance (ANOVA) with Bonferroni’s multiple comparisons test. (I) Measurement of GIRK channel activation by a Fluorescent Imaging Plate Reader (FLIPR) potassium assay in CHO-hKOR-hGIRK1/2 cells incubated with increased concentrations of the KOR agonists. Data are presented as means ± SEM from $n \geq 3$ independent experiments for all assays.
late [35S]GTP\(^*\) accumulation (Fig. 1C and Table 1) compared to their ability to stimulate forskolin-stimulated cAMP accumulation (Fig. 1, A and B, and Tables 1 and 2) (37, 41). Notably, triazole 1.1 and iso 2.1 displayed bias against forskolin-stimulated cAMP accumulation (Fig. 1C and Table 1) compared to their ability to stimulate [35S]GTP\(^*\) binding, indicating that in CHO cells, the assays are not orthogonal. The inhibition of cAMP accumulation is pertussis toxin-sensitive (Fig. 1D), implicating inhibitory G proteins. Triazole 1.1 and iso 2.1 were also less potent than U69,593 in stimulating calcium influx in the KOR-CHO cells (Fig. 1E), an effect that was also blocked by pertussis toxin, implicating a dependence on Go\(_{i/o}\) engagement (Fig. 1F). Pretreatment of cellular membranes with pertussis toxin in prevented agonist-stimulated [35S]GTP\(^*\) binding (Fig. 1G) yet had no effect on β-arrestin2 recruitment (Fig. 1H). These data indicate that triazole 1.1 and iso 2.1 efficiently stimulate pertussis toxin–sensitive Go protein binding to [35S]GTP\(^*\) and inefficiently stimulate downstream signaling events that are also mediated by pertussis toxin–sensitive G proteins. Triazole 1.1 and iso 2.1 stimulate GIRK channels with potency similar to U69,593; no bias was detected between the GIRK and [35S]GTP\(^*\) binding assays (Fig. 1I and Table 1). A quantitative comparison of the bias factors was calculated using the operational model relative to the reference agonist U69,593 (Fig. 2 and summarized in Table 2) (48).

### Table 1. Signaling parameters for the KOR agonists in the cell-based functional assays.

Data are presented as means ± SEM from n ≥ 3 independent experiments performed in duplicate to quadruplicate. \(E_{\text{max}}\) values were normalized calculation to the maximum stimulation by U69,593. Ca\(^2+\) accumulation, intracellular calcium mobilization assay; K\(^+\) accumulation, GIRK channel activation assay.

<table>
<thead>
<tr>
<th>Compound</th>
<th>[35S]GTP(^*) binding</th>
<th>Forskolin-stimulated CAMP accumulation</th>
<th>Ca(^2+) accumulation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EC(_{50}) (nM)</td>
<td>(E_{\text{max}}) (%)</td>
<td>LogR</td>
</tr>
<tr>
<td>U69,593</td>
<td>66 ± 13</td>
<td>100</td>
<td>7.26 ± 0.09</td>
</tr>
<tr>
<td>1.1</td>
<td>96 ± 10</td>
<td>95 ± 1</td>
<td>7.00 ± 0.05</td>
</tr>
<tr>
<td>2.1</td>
<td>155 ± 30</td>
<td>94 ± 2</td>
<td>6.80 ± 0.07</td>
</tr>
<tr>
<td>U69,593</td>
<td>112 ± 11</td>
<td>100</td>
<td>7.00 ± 0.06</td>
</tr>
<tr>
<td>1.1</td>
<td>3338 ± 460</td>
<td>88 ± 6</td>
<td>5.44 ± 0.04</td>
</tr>
<tr>
<td>2.1</td>
<td>2447 ± 276</td>
<td>82 ± 4</td>
<td>5.59 ± 0.06</td>
</tr>
</tbody>
</table>

### Evaluation of factors affecting regulation of adenyl cyclase activity

To investigate this apparent discrepancy between pertussis toxin–sensitive, KOR-mediated [35S]GTP\(^*\) binding and the inhibition of forskolin-stimulated cAMP accumulation, we explored several potential effectors. The decreased potency in the cyclase assay by the biased agonists was not affected by shortening or lengthening drug exposure time (5, 15, 30, or 60 min; fig. S2 and table S1). Regulators of G protein signaling (RGS) proteins can affect the efficiency of coupling the G protein to the receptor (5, 15, 30, or 60 min; fig. S2 and table S1). Therefore, we overexpressed hRGS4, hRGS9.2, or hRGS12.3 (recombinant human RGS protein isoforms), which are highly expressed in brain, particularly in the striatum (51–53). Expression of RGS4 or RGS9.2 had no significant effects on the potency of either agonist, whereas expression of RGS12.3 decreased the potency of both agonists in the forskolin-stimulated CAMP accumulation assay (fig. S3, A to C and table S4). However, these attempts did not resolve the discrepancy.

Hence, we explored species differences with respect to KOR and the cell lines expressing KOR. In CHO cells expressing mouse KOR, triazole 1.1 and iso 2.1 retain their bias for promoting [35S]GTP\(^*\) binding over inhibition of CAMP accumulation and β-arrestin2 recruitment (fig. S4, A to D, and table S2). Expressing the mouse KOR in a mouse embryonic fibroblast (MEF) cell line did not restore potency to the biased agonists in the cyclase assay relative to U69,593 (fig. S5A and table S3). Moreover, elimination of β-arrestins did not affect the potency of any of the agonists in the cyclase assay performed in β-arrestin1/2-knockout (βarr1/2-KO) MEFs (fig. S5B and table S3).

A more general approach was then taken to determine whether a cytosolic factor was involved. U69,593 was significantly less potent in inhibiting forskolin-stimulated CAMP accumulation in isolated cellular membrane preparations compared with whole-cell assays, whereas triazole 1.1 was significantly more potent in the membrane assay compared to the whole-cell assay (Fig. 3A and Table 3). The effect on the relative potency between U69,593 and triazole 1.1 was sufficient to nearly eliminate the relative bias between [35S]GTP\(^*\) binding and cAMP accumulation for triazole 1.1 (Fig. 3B), suggesting that a cytosolic factor in the CHO-hKOR cells is affecting signal transduction between G protein binding and inhibition of adenyl
intracellular calcium mobilization (Ca^{2+}), and GIRK channel activation (GIRK).

Comparison of assays

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Assay 1</th>
<th>Bias factor</th>
<th>Assay 2</th>
<th>Bias factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTP/arr2</td>
<td>1.27</td>
<td>19</td>
<td>0.98</td>
<td>9</td>
</tr>
<tr>
<td>GTP/cAMP</td>
<td>1.35</td>
<td>3.3</td>
<td>0.89</td>
<td>8</td>
</tr>
<tr>
<td>GTP/Ca^{2+}</td>
<td>1.62</td>
<td>42</td>
<td>1.38</td>
<td>24</td>
</tr>
<tr>
<td>GIRK/GTP</td>
<td>0.06</td>
<td>0.9</td>
<td>-0.04</td>
<td>0.9</td>
</tr>
<tr>
<td>GIRK/GTP</td>
<td>-1.35</td>
<td>0.04</td>
<td>-0.89</td>
<td>0.1</td>
</tr>
<tr>
<td>cAMP/GTP</td>
<td>0.26</td>
<td>2</td>
<td>0.49</td>
<td>3</td>
</tr>
<tr>
<td>cAMP/GIRK</td>
<td>-1.41</td>
<td>0.04</td>
<td>-0.92</td>
<td>0.1</td>
</tr>
<tr>
<td>Ca^{2+}/GTP</td>
<td>-1.62</td>
<td>0.02</td>
<td>-1.38</td>
<td>0.04</td>
</tr>
<tr>
<td>Ca^{2+}/cAMP</td>
<td>-0.35</td>
<td>0.5</td>
<td>0.49</td>
<td>0.3</td>
</tr>
<tr>
<td>GIRK/GTP</td>
<td>0.06</td>
<td>1.1</td>
<td>0.04</td>
<td>1</td>
</tr>
<tr>
<td>GIRK/arr2</td>
<td>1.33</td>
<td>1.01</td>
<td>0.92</td>
<td>8</td>
</tr>
<tr>
<td>GIRK/cAMP</td>
<td>1.41</td>
<td>26</td>
<td>1.41</td>
<td>26</td>
</tr>
<tr>
<td>GIRK/Ca^{2+}</td>
<td>1.68</td>
<td>48</td>
<td>1.41</td>
<td>26</td>
</tr>
</tbody>
</table>

**Table 2. Analysis of bias factors between functional assays.** Using U69,593 as a reference agonist, the \( \Delta \log R \) and bias factors \( (10^{\Delta \log R_{\text{assay1}}/\text{assay2}}) \) were calculated as described in “Data analysis and statistics” (Materials and Methods) using the \( \Delta \log R \) values listed in Table 1. GTP, \(^{35}\text{S}\)GTP\(\gamma\)S binding assay; arr2, \( \beta \)-arrestin2 recruitment assay (EFC); cAMP, forskolin-stimulated cAMP accumulation assay; Ca^{2+}, intracellular calcium mobilization assay; GIRK, GIRK channel activation assay; 95% CI, 95% confidence interval.

**Evaluation of biased agonists in neurons**

KORs are predominantly expressed in neurons; therefore, we asked whether the signaling bias profile would persist in a more native context. When human KOR was expressed in the human neuronal cell line SH-SY5Y, triazole 1.1 and iso 2.1 remained equally as potent as U69,593 in the \(^{35}\text{S}\)GTP\(\gamma\)S binding assay (Fig. 4A). In this context, triazole 1.1 and iso 2.1 were also potent agonists in the cyclase assay (Fig. 4B) and no longer displayed bias between the two (Table 4). Together, these data suggest that there is a fundamental difference between the neuronal and conventional cell lines that greatly affects the cyclase inhibition mediated by the two biased agonists at KORs.

**Convergence of G protein signaling assays in striatal tissue**

In membranes prepared from striata taken from wild-type \( \beta \)-arrestin2 (arr2-WT) mice, triazole 1.1 potently stimulated \(^{35}\text{S}\)GTP\(\gamma\)S binding (Fig. 5A and Table 5), confirming results reported in striata from C57BL/6 mice (41). In the cAMP accumulation assay performed in primary cultures of mouse striatal neurons isolated from [arr2-WT mice, triazole 1.1 had a similar potency as U69,593, and no bias was evident between the two agonists in these two assays (Fig. 5B and Table 5). In addition, pertussis toxin blocked all agonist activity, implicating a \( \text{G}_{i/o} \)-dependent mechanism in KOR-mediated inhibition of adenylyl cyclase for both agonists in mouse striatal neurons (Fig. 5C).
**Fig. 3. Evaluation of forskolin-stimulated cAMP accumulation in isolated cell membranes.** (A) Membrane-based inhibition of forskolin-stimulated cAMP accumulation assays using cell membranes prepared from CHO-hKOR cells that were incubated with increased concentrations of test compounds for 30 min at room temperature. Data are presented as means ± SEM of n = 7 independent experiments. (B) Bias factors are calculated using the transduction coefficients listed in Tables 1 and 3 and are plotted on a log scale. Data are presented as means ± SEM. Errors were calculated by unpaired t test comparing $\log_{10}$ values of the test compounds between two functional assays. [35S]GTPγS binding (GTPγS) cell-based inhibition of forskolin-stimulated cAMP accumulation (cAMP), and membrane-based inhibition of forskolin-stimulated cAMP accumulation (m-cAMP).

**Fig. 4. Evaluation of bias in a neuronal cell line expressing hKOR (SH-SYSY-hKOR).** (A) [35S]GTPγS binding assay using membranes prepared from SH-SYSY-hKOR cells that were incubated with increased concentrations of test compounds. Graphs are presented as means ± SEM of n ≥ 3 independent experiments. EC50 (nM) ± SEM: 66 ± 11 (U69), 99 ± 22 (triazole 1.1), and 174 ± 67 (iso 2.1); $P < 0.05$ for triazole 1.1 versus U69 and iso 2.1. (B) Concentration response curves of the forskolin-stimulated cAMP accumulation assay in KOR agonist–treated SH-SYSY cells with or without hKOR overexpression. EC50 (nM) ± SEM: 185 ± 50 (U69), 410 ± 76 (triazole 1.1), and 331 ± 55 (iso 2.1); $P < 0.05$ for triazole 1.1 versus U69 and $P > 0.05$ for iso 2.1 versus U69, one-way ANOVA with Bonferroni post hoc test. $E_{\text{max}}$ (%) ± SEM: 100 ± 5 (iso 2.1) versus U69. Data are presented as means ± SEM of n ≥ 3 independent experiments.

**Table 3. Signaling parameters for forskolin-stimulated cAMP accumulation in CHO-hKOR cells or using CHO-hKOR cell membranes.** U69,593 serves as the reference agonist. Data are presented as means ± SEM from n ≥ 4 independent experiments performed in duplicate to quadruplicate. $P$ values were obtained by comparing the values of the KOR agonist treatment in CHO-hKOR cells to CHO-hKOR cell membranes using a Student’s t test.

<table>
<thead>
<tr>
<th>Assay system</th>
<th>U69,593</th>
<th>1.1</th>
<th>Fold difference (EC50 1.1/EC50 U69)</th>
<th>LogR</th>
<th>ΔLogR</th>
</tr>
</thead>
<tbody>
<tr>
<td>hKOR (cell)*</td>
<td>EC50 (nM)</td>
<td>12 ± 2</td>
<td>309 ± 65</td>
<td>34 ± 9</td>
<td>8.02 ± 0.09</td>
</tr>
<tr>
<td>hKOR (membrane)</td>
<td>EC50 (nM)</td>
<td>35 ± 8</td>
<td>155 ± 30</td>
<td>5 ± 0.6</td>
<td>6.49 ± 0.12</td>
</tr>
</tbody>
</table>

*Whole-cell forskolin-stimulated cAMP accumulation assay in CHO-hKOR cells was shown in Table 1 for comparison to the membrane-based forskolin-stimulated cAMP accumulation.

**KOR internalization in primary striatal neurons**

Given that the bias observed in CHO-hKOR cells observed between [35S]GTPγS binding and the forskolin-stimulated cAMP accumulation assay did not translate to the striatal neurons, we then questioned whether the [35S]GTPγS/β-arrestin2 bias would be recapitulated in neurons. Technical limitations, such as low expression and poor selectivity of antibodies, currently prevent the direct assessment of endogenous KOR/β-arrestin2 interactions; therefore, we chose to use KOR internalization, which is β-arrestin–dependent [Fig. S6, A to D (54)], as a surrogate measure of β-arrestin engagement in neurons. Because antibodies to KOR are not highly selective, we expressed the N-terminally hemagglutinin (HA)–tagged mouse KOR in primary striatal cultures derived from βarr2-WT and βarr2-KO mice. U69,593 induced robust and dose-dependent increases in KOR internalization. However, triazole 1.1 was much less efficient in promoting KOR internalization in the βarr2-WT striatal neurons (Fig. 6, A and B, and Table 5). In βarr2-KO striatal neurons, internalization induced by U69,593 (100 nM) was significantly diminished compared to βarr2-WT striatal neurons; no internalization was detected for triazole 1.1 (100 nM)–treated βarr2-KO neurons compared to vehicle-treated controls (Fig. 6C). In neurons, triazole 1.1 induced comparable [35S]GTPγS binding and inhibition of cAMP accumulation, whereas it displayed bias against KOR internalization (Table 5). Together with the demonstration that internalization of KOR is regulated by β-arrestin2 in neurons, these data suggest that triazole 1.1 maintains bias for G protein signaling over β-arrestin–dependent processes in vivo.
Table 4. Bias analysis between [35S]GTPγS binding and forskolin-stimulated cAMP accumulation for SH-SYSY-hKOR cells. LogR, ∆LogR, ∆ΔLogR, and bias factors (10\(^\Delta\Delta\text{LogR\_max}\)) were calculated using U69,593 as the reference agonist, as described in “Data analysis and statistics” using the values stated in the figure legends of Fig. 4. Data are presented as means ± SEM from n ≥ 3 independent experiments performed in duplicate to triplicate. G, [35S]GTPγS; cAMP, forskolin-stimulated cAMP accumulation; 95% CI, 95% confidence interval.

<table>
<thead>
<tr>
<th>Compound</th>
<th>[35S]GTPγS binding</th>
<th>cAMP</th>
<th>Bias factor (G/cAMP)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LogR</td>
<td>ΔLogR</td>
<td>ΔΔLogR</td>
</tr>
<tr>
<td>U69,593</td>
<td>7.18 ± 0.06</td>
<td>6.32 ± 0.30</td>
<td>0</td>
</tr>
<tr>
<td>1.1</td>
<td>7.06 ± 0.15</td>
<td>−0.112 ± 0.09</td>
<td>6.26 ± 0.30</td>
</tr>
<tr>
<td>2.1</td>
<td>6.74 ± 0.13</td>
<td>−0.434 ± 0.08</td>
<td>6.14 ± 0.48</td>
</tr>
</tbody>
</table>

DISCUSSION

Here, we have used agonists that have been shown to display bias for stimulating KOR-mediated [35S]GTPγS binding over β-arrestin2 recruitment in cell-based signaling assays (37, 40, 41) to probe whether such bias would persist across different cellular contexts and particularly in neurons. In KOR signaling assays performed in conventional transfected CHO cell lines, accumulation of cAMP and [35S]GTPγS binding assays did not prove to be orthogonal assays because the compounds that are biased for promoting [35S]GTPγS binding over β-arrestin2 recruitment are also biased for inducing [35S]GTPγS binding over inhibiting cAMP accumulation (Figs. 1 and 2 and Table 1). However, in striatal neurons, both triazole 1.1 and U69,593 potentially induce G protein signaling as determined by [35S]GTPγS binding and the cyclase assay, whereas triazole displays bias for these pathways over β-arrestin2–dependent internalization of KOR.

These findings emphasize the importance of context to the perception and detection of ligand signaling bias. Although our attempts to reveal specific factors, such as RGS protein expression, were not definitive, we did find that the apparent bias observed between the G protein assays ([35S]GTPγS and cAMP measures) in the cell lines and neurons may reside in cytosolic factors because isolating cellular membranes improved triazole 1.1 potency relative to U69,593, which lost potency when the cytosol was removed (Fig. 3).

There remain multiple potential factors that could be contributing to the divergence between pertussis toxin–sensitive[35S]GTPγS binding and inhibition of cAMP accumulation seen in the cell lines that is lost in the neurons, including contribution of membrane-associated proteins. For example, adenylyl cyclase isoenzymes are differentially expressed with adenylyl cyclase 5 that is preferentially expressed in striatal neurons and found at low levels in CHO cells (55). Phosphodiesterases (PDEs), which regulate the cAMP-dependent signaling pathway by catalyzing hydrolysis of cAMP to AMP, are also differentially expressed, with PDE3 and PDE4 found in MEFs and CHO cells (56, 57) and PDE1 and PDE10 found predominantly in striatum (58–60). Although we did not solve the missing (or contributing) factors that explain the divergence in the cell lines, we feel that these observations will be valuable for drug screening efforts that seek bias between G protein and β-arrestin recruitment downstream of KOR activation using cell-based expression systems.

Triazole 1.1 and iso 2.1 have been shown to produce antinociception (37) and antipruritic effects in mice (41). Further studies in mice showed that triazole 1.1 had no measurable effect on dopamine levels as measured by cyclic voltammetry in the mouse nucleus accumbens slice preparation and from microdialysates from freely moving mice (41), suggesting that this region would be a relevant tissue source in which to investigate biased signaling. Although we are able to measure [35S]GTPγS binding and cAMP accumulation in striatum, we were not able to directly measure KOR–β-arrestin2 interactions under endogenous conditions due to nonselective KOR antibodies and relatively low receptor numbers. Moreover, although our internalization studies support a divergence between the triazole’s ability to stimulate...
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Table 5. Signaling parameters for the assays using mouse striatal membranes and mouse primary striatal neurons. U69,593 serves as the reference agonist. Data are presented as means ± SEM from n ≥ 4 independent experiments. G, [35S]GTPγS binding; cAMP, forskolin-stimulated cAMP accumulation; KORint, KOR internalization; 95% CI, 95% confidence interval.

<table>
<thead>
<tr>
<th>Compound</th>
<th>$[35S]$GTPγS binding</th>
<th>cAMP-stimulated cAMP accumulation</th>
<th>Bias factor (G/cAMP)</th>
<th>Bias factor (G/KORint)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U69</td>
<td>221 ± 26</td>
<td>100</td>
<td>8.68 ± 0.06</td>
<td>0</td>
</tr>
<tr>
<td>1.1</td>
<td>486 ± 98*</td>
<td>141 ± 53</td>
<td>8.51 ± 0.07</td>
<td>−0.17 ± 0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>−0.02 (−0.25 to 0.10)</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Inhibition of cAMP accumulation

<table>
<thead>
<tr>
<th>Compound</th>
<th>EC50 (nM)</th>
<th>E_max (%)</th>
<th>Log($E_{max}/EC_{50}$)</th>
<th>∆Log($E_{max}/EC_{50}$) (G/KORint)</th>
<th>Bias factor (G/KORint)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U69</td>
<td>17 ± 4</td>
<td>100</td>
<td>7.76 ± 0.09</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1.1</td>
<td>45 ± 12</td>
<td>167 ± 20</td>
<td>7.57 ± 0.15</td>
<td>−0.19 ± 0.1</td>
<td>1.37</td>
</tr>
</tbody>
</table>

KOR internalization

<table>
<thead>
<tr>
<th>Compound</th>
<th>EC50 (nM)†</th>
<th>E_max (%)†</th>
<th>Log($E_{max}/EC_{50}$)†</th>
<th>∆Log($E_{max}/EC_{50}$) (CAMP/KORint)</th>
<th>Bias factor (CAMP/KORint)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U69</td>
<td>19</td>
<td>100</td>
<td>9.73</td>
<td>0</td>
<td>1.36</td>
</tr>
<tr>
<td>1.1</td>
<td>238</td>
<td>37</td>
<td>8.19</td>
<td>−1.54</td>
<td>23</td>
</tr>
</tbody>
</table>

*P < 0.05, Student’s t test for U69,593 versus triazole 1.1.
†Values were obtained from the concentration response curve of which each data point is from the average of n ≥ 3 independent neuron preparations.

Fig. 6. Evaluation of β-arrestin2-dependent KOR internalization in striatal neurons.

(A) KOR internalization concentration response curves in WT primary striatal neurons treated with U69,593 or triazole 1.1 for 30 to 50 min. $F_{(1,17)} = 28.31; P < 0.0001$, two-way ANOVA; **P < 0.01, Bonferroni’s post hoc test. Each data point was obtained from the mean value of 6 to 11 confocal images of n ≥ 3 independent primary striatal neuron preparations.

(B) Representative confocal images of KOR internalization in WT primary striatal neurons treated as in (A). Twenty-one to 69 images were analyzed for each treatment. Scale bar, 5 μm.

(C) Scatterplot analysis of KOR internalization in response to 100 nM of either compound in WT and βarr2-KO primary striatal neurons. **P < 0.01 for U69,593 in WT versus U69,593 in βarr2-KO primary striatal neurons by one-way ANOVA with Bonferroni’s post hoc test. Data are presented as means ± SEM from n ≥ 3 independent experiments.

G protein signaling pathways over internalization/β-arrestin recruitment, they do not rule out a scenario where there are other factors at play beyond G proteins and β-arrestins determining KOR-mediated signaling. These yet identified factors may underlie the pathways that are involved in KOR regulation of dopamine levels and subsequent sedation and dysphoria.
Furthermore, although these studies compare the effects of triazole 1.1 to U69,593 in striatal neurons, they should not be seen as definitive for how all biased KOR agonists act in neurons. Earlier studies have examined the effects of diverse agonists on peripheral neurons wherein functional selectivity of KOR ligand–mediated signaling was reported (61) with divergences occurring between U50,488 and salvinorin A in regard to the activation of JNK and ERK, which correlated with differential responses to nociceptive stimuli. In other studies, 6′guanidinonaltrindole (6′GNTI) was shown to be biased for activating GTPγS binding over β-arrestin2 recruitment in cells (28, 36), whereas 6′GNTI induced AKT but not ERK1/2 phosphorylation in striatal neurons (as opposed to U69,593, which activated both kinases) (28). Nalfurafine has also been reported to show bias for activating ERK1/2 over p38 in human embryonic kidney (HEK) cells (62). Here, downstream kinase activation was not studied, although bias for [35S]GTPγS binding over ERK activation within the triazole 1.1 scaffold has previously been reported in CHO cells (63).

It should be noted that triazole 1.1 has a different signaling profile than certain other biased KOR agonists, such as 6′GNTI; triazole 1.1 is a full agonist in the GTPγS binding and the β-arrestin2 recruitment assay, whereas 6′GNTI is a partial agonist in both assays (28). Nalfurafine is a full agonist at KOR in GTPγS binding assays (its effects on β-arrestin recruitment have not been reported to date) (64), yet it is also a partial agonist at the µ-opioid receptor and a low-affinity antagonist at nociceptin receptors (65). Therefore, other pharmacological properties (that is, efficacy, kinetics, potency, affinity, and polypharmacology), in addition to or besides signaling bias, will contribute to the effects on physiological responses. The studies described here are exemplary of triazole 1.1 actions in striatal neurons and not of all KOR biased agonists in all tissues; in vivo, KOR actions are likely more nuanced than being simply G protein– or β-arrestin–mediated.

Overall, our studies not only provide insight into the utility of cell-based receptor expression systems for evaluating ligand bias but also serve as a demonstration that bias is highly context-dependent and may or may not translate into the endogenous environment. Hence, had we begun our studies with [35S]GTPγS binding and cAMP accumulation, we would have found agonists biased for [35S]GTPγS over cAMP accumulation, a condition that does not recapitulate in vivo. Had we screened for cAMP over β-arrestin2 recruitment, we would have only found weakly potent agonists. From our studies, we are confident that triazole 1.1 produces different signaling outputs downstream of KOR activation; however, we appreciate that changing the assay and the cellular context will change the perception of signaling bias. Ultimately, we anticipate that such evaluations in physiologically relevant contexts will point toward optimal and unwanted signaling pathways, and the generation of tools such as the triazole 1.1 will facilitate such discoveries.

**MATERIALS AND METHODS**

**Compounds**

U69,593 was purchased from Sigma, and triazole 1.1 and iso 2.1 were synthesized as described previously (37). U69,593 was prepared in ethanol, and triazole 1.1 and iso 2.1 were prepared in dimethyl sulfoxide (DMSO). All compounds were prepared as 10 mM stock in ethanol for U69,593 or DMSO for triazole 1.1 and iso 2.1. All reagents were diluted to working concentration in vehicle containing equal amount of DMSO and ethanol no more than 1% in any assay. Pertussis toxin from *Bordetella pertussis* was purchased from Sigma.

**Constructs and cell line creation**

The human KOR complementary DNA (cDNA) including three HA tags (3×HA-hKOR, cDNA.org) in pcDNA3.1 was cloned into a murine stem cell retroviral expression vector. Human GIRK1 (hGIRK1), human RGS4 (hRGS4), human RGS9 variant 2 (hRGS9.2), and human RGS 12 variant 3 (hRGS12.3) cDNA were purchased from OriGene, and hGIRK2 cDNA was purchased from GE Life Sciences. For 3×HA-hKOR–hGIRK1–hGIRK2, 3×HA-hKOR–hRGS4, or −9.2 or −12.3 constructs, the cDNA of each gene (cDNA were purchased from cDNA.org.) was cloned into a murine stem cell retroviral expression vector translationally linked by a high-efficient self-cleaving 2A peptide to ensure similar expression of each gene (66, 67). The cDNA of mouse KOR (Mammalian Gene Collection) was first cloned to N-terminal HA-tagged vector with the cytomegalovirus (CMV) promoter (Clontech). Then, the CMV promoter-mKOR sequence was subcloned into murine stem cell retroviral expression vector with hygromycin selection marker. Primer sequences are shown in table S5.

CHO cell lines stably expressing hKOR with hGIRK1/2 channels, or hKOR with hRGS proteins, a SH-SY5Y cell line stably expressing hKOR, and WT and βarr1/2-KO MEF cell lines that stably express hKOR or mKOR were generated by viral transduction using a Phoenix-HEK cell expression system. Infected cells were then subjected to puromycin selection and flow cytometry to select the cell populations with HA surface expression to make the cell lines (CHO-hKOR–hGIRK1/2, CHO-hKOR–hRGS4, CHO-hKOR–hRGS9.2, CHO-hKOR–hRGS12.3, SH-SY5Y-hKOR, and WT or βarr1/2 KO MEF-hKOR or mKOR). For the CHO-mKOR and U2OS-β-arrestin2-GFP-mKOR cell lines, the mKOR cDNA was expressed in CHO and U2OS-β-arrestin2-GFP cells by electroporation. The cells were then selected by hygromycin and subjected to flow cytometry to select cells for stable cell line propagation.

**Cell culture**

All CHO cell lines were maintained in Dulbecco’s modified Eagle’s medium (DMEM)/F-12 media (Invitrogen) supplemented with 10% fetal bovine serum (FBS), 1% penicillin/streptomycin, and either geneticin (500 μg/ml; CHO-hKOR cells) or puromycin (5 μg/ml; CHO-hKOR–hGIRK and CHO-hKOR–hRGS cells). WT and βarr1/2-KO MEF-hKOR or mKOR cells were maintained in DMEM (Invitrogen) supplemented with 10% FBS, 1% penicillin/streptomycin, and puromycin (5 μg/ml). U2OS-hKOR cells (DiscoveRx) and U2OS-βarr2-GFP-mKOR cells were maintained in MEM (InInvitrogen) supplemented with 10% FBS, 1% penicillin/streptomycin, and geneticin (500 μg/ml), and hygromycin (250 μg/ml). SH-SY5Y-hKOR and parental SH-SY5Y cells were maintained in DMEM/F12 GlutaMax media (Invitrogen) supplemented with 10% FBS and 1% penicillin/streptomycin with or without puromycin (0.5 μg/ml). All cells were grown at 37°C under 5% CO2 and 95% humidity.

**Animals**

WT and βarr2-KO were generated by homozygous breeding to generate neurons. Littermates of mixed male and female pups were euthanized on postnatal day 1 and prepared for primary neuron cultures as described below. All experiments were performed with the approval of the Institutional Animal Care and Use Committee of The Scripps Research Institute and in accordance with National Institutes of Health (NIH) guidelines.

**Primary neuronal culture**

Primary striatal neuronal cultures were using postnatal day 1 mouse neonates from homozygous breeding of WT or βarr2-KO mice. Striatal
neurons were prepared as described (68). Neurons were plated on a poly-L-lysine–coated 96-well plate for forskolin-stimulated cAMP accumulation assays or a poly-L-lysine–coated glass-bottom confocal dish for KOR internalization assays. Media were replaced with one-third of fresh neural basal complete media supplemented with 10 μM B-D-arabinofuranoside (Sigma #C1768) from day in vitro 4 (DIV4) every other day until assay was performed.

\[^{35}\text{S}]\text{GTP}γ\text{S binding assay}\]
Membranes from CHO-hKOR cells were prepared as described previously (28, 37). For each reaction, 15 μg of membrane protein was incubated in an assay buffer containing 0.1 nM \(^{35}\text{S}\)GTP\(\gamma\)S and compounds of increasing concentrations in a total volume of 200 μl for 1 hour at room temperature. Membranes from SH-SY5Y-hKOR cells and brain tissues were prepared as described previously (69). For each reaction, 2.5 μg of membrane protein was incubated in an assay buffer containing 0.1 nM \(^{35}\text{S}\)GTP\(\gamma\)S and compounds of increasing concentrations in a total volume of 200 μl for 2 hours at room temperature. The reactions were then filtrated through 96-well GF/B filter plates (PerkinElmer) using a 96-well plate harvester (Brandel Inc.). The filters were dried at room temperature overnight, and the radioactivity was determined by a TopCount NXT Microplate Scintillation and Luminescence Counter (PerkinElmer Life Sciences).

\(β\)-Arrestin2 recruitment assay

The PathHunter \(β\)-arrestin assay was performed according to the manufacturer’s protocol (DiscoVrx) and as described previously (28, 37). Briefly, 5000 U2OS-\(β\)-arrestin2-EFC-hKOR cells were plated in 384-well white plates with Opti-MEM media (Invitrogen) containing 1% FBS ± pertussis toxin (100 ng/ml) overnight. The next day, cells were treated with compounds for 90 min at 37°C, followed by a 1-hour incubation of detection reagent at room temperature. Luminescence values were determined by using a Synergy HT luminometer (BioTek).

For \(β\)-arrestin2-GFP confocal imaging, 5000 U2OS-\(β\)-arrestin2-GFP-mKOR cells were split into a 384-well plate with MEM (Invitrogen) supplemented with 10% FBS in 37°C incubator overnight. Cells were then serum-starved in MEM for 30 min, followed by 20-min drug treatment at 37°C, and 30-min 4% paraformaldehyde fixation and Hoechst staining at room temperature. Each condition was duplicated, and one image in each well was acquired by using an Olympus FluoView IX81 confocal microscope (Olympus).

**Forskolin-stimulated cAMP accumulation assay**

Four thousand cells per well were split into 384-well low-volume plate (VWR) with Opti-MEM (Invitrogen) supplemented with 1% FBS for 3 hours at 37°C except SH-SY5Y-hKOR cells, which were plated for 1 hour at 37°C. Cells were then treated with drugs, 25 μM 4-(3-butoxy-4-methoxybenzyl)imidazolidin-2-one (PDE4 inhibitor), and 20 μM forskolin for 30 min at room temperature.

For membrane-based inhibition of cAMP accumulation assay, membrane preparation was adapted from Allen et al. (70). Briefly, CHO-hKOR cells were incubated in serum-free DMEM/F12 media for 60 min. Cells were then homogenized by a Dounce homogenizer 15 times in an ice-cold buffer [50 mM Hepes (pH 7.4)], followed by centrifugation at 500g at 4°C for 5 min. The supernatant was transferred to a 1.5-ml tube on ice, and the pellet was resuspended, homogenized, and centrifuged at 500g at 4°C for 5 min. Then, the supernatant was combined and spun at 20,000g at 4°C for 10 min. The membrane pellet was resuspended in an ice-cold buffer [50 mM Hepes (pH 7.4)] at concentrations of 2 to 4 μg protein/ul. Membranes were stored at −80°C until use. For forskolin-stimulated cAMP accumulation assay, membranes were diluted in an assay buffer (50 mM Hepes, 10 mM MgCl\(_2\), 100 mM NaCl, 200 μM adenosine 5′-triphosphate, 10 μM GTP, 100 μM 3-isobutyl-1-methylxanthine, 20 μM forskolin, and 30 μM bovine serum albumin) and plated at 2 μg of protein in each well. Membranes were treated with test compounds for 30 min at room temperature. The cAMP levels were determined as per the manufacturer’s instructions (Cisbio cAMP HiRange assay).

**FLIPR calcium assay**

CHO-hKOR cells (15,000 cells per well) were plated in a clear-bottom black 384-well plate (BD Falcon) with complete DMEM/F12 medium containing 10% FBS with or without pertussis toxin (100 ng/ml) for overnight. The cells were then incubated with 1× HBSS (Hanks’ balanced salt solution)/20 mM Hepes at 37°C for 2 hours followed by calcium-sensitive dye loading along with 125 mM probenecid for 1 hour at 37°C. The KOR agonist–induced intracellular calcium mobilization was determined by using a FLIPRTETRA instrument to measure fluorescence intensity [excitation/emission (Ex/Em) = 490 nm/515 nm].

**FLIPR potassium assay**

CHO-hKOR-hGIRK1/2 cells (12,500 cells per well) were plated in a clear-bottom black 384-well plate (BD Falcon) with complete DMEM/F12 medium overnight. The cells were then incubated with 1× HBSS/20 mM Hepes at 37°C for 2 hours, followed by thallium-sensitive dye loading along with 125 mM probenecid for 1.5 hours at room temperature. The KOR agonist–induced GIRK channel activation was determined by using a FLIPRTETRA instrument to measure fluorescence intensity (Ex/Em = 490 nm/515 nm).

**KOR internalization assay**

For KOR internalization assays, WT and \(β\)arr1/2 KO MEF-hKOR cells were cultured on collagen-coated glass-bottom confocal dishes. Primary striatal neurons were cultured on poly-L-lysine–coated glass-bottom confocal dishes and, at DIV4, were transfected with 3 μg of N-terminal HA-Tagged mouse KOR cDNA using calcium phosphate precipitation as described (71), and the assay proceeded at DIV5/6. For both cell types, cells were then serum-starved in phenol red–free MEM (Invitrogen) for 30 min, followed by anti-HA Alexa Fluor 488 antibody staining (1:100) at 37°C for 10 min. Then, images of live cells were taken by using an Olympus FluoView IX81 confocal microscope before and after drug treatment for 20 to 50 min.

**Image analysis**

NIH ImageJ was applied to analyze the cell number and \(β\)-arrestin2-GFP punctum number for the \(β\)-arrestin2 recruitment assay using confocal microscopy and to quantify the numbers of internalized KOR puncta in soma area determined according to the differential interference contrast images for KOR internalization assay in primary striatal neurons.

**Data analysis and statistics**

Data analysis was performed in GraphPad Prism 6 (GraphPad) to produce sigmoidal concentration-response curves by using the standard three-parameter equation. Agonist stimulation was determined and presented by normalizing all values to the top of the maximum response (Emax) produced by U69,593 or by normalizing to vehicle to show the fold over vehicle. The values of half maximal effective concentration...
each test compound was used to produce bias factors by subtracting line level of response, response was fit to Eq. 1 (Prism 6. Specifically, the agonist that produced the greatest maximal points from each experiment. The EC_{50} and E_{\text{max}} values for KOR internalization in primary striatal neuron were estimated by fitting the averaged data points from each experiment.

For comparison of the results between each cell-based functional assay, each data set was fit to the operational model using GraphPad Prism 6. Specifically, the agonist that produced the greatest maximal response was fit to Eq. 1 (72, 73):

\[
\text{Response} = \text{Bottom} + \frac{E_{\text{max}} - \text{Bottom}}{1 + \left(\frac{1 + 10^{5}}{10^{4} \cdot \text{EC}_{50}\text{[agonist]}}\right)^{n}}
\]  

The E_{\text{max}} is the maximal response of the system, Bottom is the baseline level of response, X is the agonist concentration, and n is the transducer slope. The parameter LogR is the transduction coefficient; LogR is a composite parameter that incorporates both the affinity and efficacy of the agonist into single parameter values (48). Except where indicated, U69,593 is used as the reference compound. Other partial agonists were fit to Eq. 2:

\[
\text{Response} = \text{Bottom} + \frac{E_{\text{max}} - \text{Bottom}}{1 + \left(\frac{1 + 10^{5}}{10^{4} \cdot \text{EC}_{50}\text{[agonist]}}\right)^{n}}
\]

The parameter definitions in Eq. 2 are identical to Eq. 1. Two additional parameters are included in Eq. 2: The LogK_{A} is the agonist equilibrium affinity constant and the LogRA_{T\text{test}} is the difference in LogR values between the reference and test agonist. The LogRA_{T\text{test}} value of each test compound was used to produce bias factors by subtracting ΔLog(t/K_{A})_{\text{assay1-2 assays}} of each agonist accordingly in two assays to generate Δlog(t/K_{A})_{\text{assay1-2 assays}} as expressed in Eq. 3:

\[
\text{Bias factor} = 10^{\Delta \text{log}(t/K_{A})_{\text{assay1-2 assays}}}
\]

Triazole 1.1 is more efficacious than U69,593 in the [35S]GTPγS binding assays with striatal membrane and the inhibition of cAMP accumulation assays in primary striatal neurons. For this reason, triazole 1.1 was used to determine the maximum response in the system. To produce a complete picture of the effects observed, the bias factor was also produced from nonlinear regression using the three-parameter dose-response equation, as a function of the E_{\text{max}} and EC_{50} using the equation indicated in Eq. 4:

\[
\text{Bias factor} = 10^{\Delta \text{log}(E_{\text{max}}/\text{EC}_{50})_{\text{assay1-2 assays}}} = 10^{\left(\frac{\text{Log}(E_{\text{max}}/\text{EC}_{50})_{\text{assay1-2 assays}}}{\text{Log}(\text{EC}_{50})_{\text{assay1-2 assays}}}\right)}
\]

Statistical tests are noted in the figure legends. Student’s t test indicates an unpaired two-tailed analysis for at least three of independent experiments performed in multiple replications.
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Neurodegenerative Disease

mGluR5 antagonism increases autophagy and prevents disease progression in the zQ175 mouse model of Huntington’s disease

Khaled S. Abd-Elrahman,1,2,3* Alison Hamilton,1,2* Shaunessy R. Hutchinson,1,2 Fang Liu,4 Ryan C. Russell,2 Stephen S. G. Ferguson1,2†

Huntington’s disease (HD) is a neurodegenerative disease caused by an expansion in the huntingtin protein (also called Htt) that induces neuronal cell death with age. We found that the treatment of 12-month-old symptomatic heterozygous and homozygous zQ175 huntingtin knockin mice for 12 weeks with CTEP, a negative allosteric modulator of metabotropic glutamate receptor 5 (mGluR5), reduced the size and number of huntingtin aggregates, attenuated caspase-3 activity, and reduced both neuronal apoptosis and neuronal loss in brain tissue. Both motor and cognitive impairments were improved in CTEP-treated zQ175 mice. The reduction in huntingtin protein aggregate burden by CTEP correlated with the activation of an autophagy pathway mediated by the kinase GSK3β, the transcription factor ZBTB16, and the autophagy factor ATG14. Inhibition of mGluR5 with CTEP also reduced the inhibitory phosphorylation of the autophagosome biogenesis–related kinase ULK1, increased the phosphorylation of the autophagy factor ATG13, and increased the abundance of the autophagy-related protein Beclin1 in homozygous zQ175 mice. The findings suggest that mGluR5 antagonism may activate autophagy through convergent mechanisms to promote the clearance of mutant huntingtin aggregates and might be therapeutically effective in HD patients.

Introduction

Huntington’s disease (HD) is an inherited autosomal dominant neurodegenerative disorder that is characterized by progressive motor, cognitive, and psychiatric impairment and ultimately results in patient death within 15 to 20 years (1, 2). HD results from a polyglutamine (CAG) expansion/repeat in the N terminus of the huntingtin protein (3, 4), which causes early loss of medium spiny neurons in the striatum, impairing both motor and cognitive functions (2, 5). Cleavage of the polyglutamine–expanded huntingtin protein N terminus results in the formation of intranuclear and cytoplasmic aggregates that are strongly correlated with HD symptoms and severity (4, 6, 7). Despite the well-characterized etiology and the availability of early genetic diagnosis, there are no disease-modifying treatments for HD.

Metabotropic glutamate receptor 5 (mGluR5) is a member of the heterotrimeric guanine nucleotide–binding protein–coupled receptor (GPCR) superfamily. mGluR5 is highly expressed in regions of the brain that are most affected in HD, including the striatum and cortex (8). Previously, we have demonstrated that mutant huntingtin interacts with and regulates mGluR5 signaling as part of a protein complex that includes both autophagy adaptor protein optineurin and the small guanosine triphosphatase Rab8 (9, 10). Moreover, wild-type huntingtin has been demonstrated to contribute to the regulation of autophagy (11). GPCR signaling is also implicated in attenuating the autophagic removal of huntingtin aggregates through the glycogen synthase kinase 3β (GSK3β)–mediated suppression of an E3 ubiquitin ligase complex composed of the transcription factor ZBTB16, the scaffold Cullin3, and the RING finger protein Roc1, which results in the ubiquitin-dependent degradation of the autophagy adaptor ATG14 (autophagy-related protein 14) (12). However, the specific GPCR involved in regulating this autophagic clearance of huntingtin aggregates has yet to be identified.

We have shown that the deletion of mGluR5 reduces disease pathology in a Q111 mutant huntingtin knockin (Q111) mouse model, thereby implicating mGluR5 as a potential drug target for the treatment of HD (13). Moreover, the injection of mGluR5 antagonist into either the dorsal striatum or dorsal hippocampus results in increased locomotor activity (14). Thus, there is a rationale that targeted antagonism of mGluR5 signaling may be effective for the treatment of HD by altering the autophagic removal of mutant huntingtin aggregates. Several mGluR5 antagonists have undergone phase 2 clinical trials for the treatment of major depressive disorder, fragile X mental retardation, and Parkinson’s disease (15). Here, we investigated whether mGluR5 blockade prevents disease progression in a zQ175 huntingtin knockin (zQ175) mouse model. We found that prolonged treatment of 12-month-old zQ175 mice prevents neuronal cell death and reduces the size and number of huntingtin aggregates as a consequence of autophagy activation through a newly identified signaling pathway involving GSK3β and ZBTB16 and ultimately results in improved motor and cognitive function in both heterozygous and homozygous zQ175 mice. We also found that mGluR5 antagonism activated a classical autophagic pathway for autophagosome biogenesis in this HD mouse model, indicating that increased mGluR5-mediated suppression of autophagy may contribute to neurodegenerative pathology associated with HD.

Results

Chronic mGluR5 antagonism improves motor deficits in zQ175 mice

Wild-type, heterozygous, and homozygous zQ175 mice 12 months of age were treated with vehicle or CTEP (2-chloro-4-[2-[2,5-dimethyl-1-4-(trifluoromethoxy)phenyl]imidazol-4-yl]ethynyl]pyridine)
(2 mg/kg) every 48 hours and tested for improved motor performance 1 week (acute) and 3 months (chronic) after the initiation of drug treatment. The highly potent mGluR5-specific negative allosteric modulator (NAM) CTEP was chosen for these studies because it is orally bioavailable, crosses the blood-brain barrier, and has a half-life of 18 hours, and its analog basimglurant has proven to be well tolerated in phase 2 trials for major depressive disorder (16–18). When assessed for grip strength, we found a gene dosage–dependent impairment of grip strength in both heterozygous and homozygous zQ175 mice when compared to wild-type littermate controls at 12 months of age (Fig. 1A). Acute treatment (1 week) of the mice with CTEP did not alter grip strength (Fig. 1A), but a significant improvement in grip strength was observed for both heterozygous and homozygous zQ175 mice that were chronically treated with CTEP (12 weeks) when compared to vehicle-treated mice (Fig. 1B). We also observed a gene dosage–dependent impairment in the latency to fall in the accelerated rotarod test at 12 months of age in both heterozygous and homozygous zQ175 mice (Fig. 1C). After acute treatment with CTEP, the performance of heterozygous zQ175 mouse on the rotarod became indistinguishable from wild-type mice (Fig. 1C). However, after chronic CTEP treatment, the performance of heterozygous zQ175 mice was equivalent to that observed for wild-type mice, and the performance of CTEP-treated homozygous mice was significantly improved as compared with vehicle-treated mice (Fig. 1D). When mice were assessed for locomotor activity in open field, we observed a reduction in locomotor activity (velocity and distance) of 15-month-old homozygous zQ175 mice, and chronic mGluR5 inhibition resulted in the return of homozygous zQ175 mouse locomotor activity to levels that were indistinguishable from that of wild-type mice (Fig. 1, E and F).

When mice were tested for step errors on a horizontal ladder rung walking test, only homozygous zQ175 mice scored significantly greater numbers of errors than wild-type mice, and both acute (1 week) and chronic (12 weeks) CTEP treatment reduced the number of errors to wild-type levels (Fig. 2, A and B). Notably, none of the zQ175 mouse groups exhibited differences in the time it took to complete the task at 12 months of age when acutely treated with vehicle, but at 15 months of age, the time it took vehicle-treated homozygous zQ175 mice to complete the task was significantly increased, and chronic mGluR5 antagonism completely prevented the development of this impairment (Fig. 2, C and D). Together, these results indicate that antagonism of mGluR5 with an mGluR5-specific NAM could prevent and treat the progression of motor dysfunction in zQ175 mice.

**Chronic antagonism of mGluR5 improves cognitive impairment in zQ175 mice**

HD has been associated with cognitive impairment that affects patients before the onset of motor symptoms (19). Therefore, we tested whether heterozygous and homozygous zQ175 mice exhibited impairments in the novel object recognition test of memory and whether acute or chronic mGluR5 antagonism with CTEP could alleviate impairments. We found that vehicle-treated 12- and 15-month-old wild-type mice discriminated between novel and familiar objects, whereas 12- and 15-month-old heterozygous and homozygous zQ175 mice did not exhibit the ability to discriminate between familiar and novel objects. We also found that vehicle-treated 12- and 15-month-old wild-type mice discriminated between novel and familiar objects, whereas 12- and 15-month-old heterozygous and homozygous zQ175 mice did not exhibit the ability to discriminate between familiar and novel objects.

![Fig. 1. Chronic administration of CTEP improves motor impairments in zQ175 mice.](http://stke.sciencemag.org)
that chronic mGluR5 antagonism with CTEP resulted in reduced huntingtin pathology.

**Chronic mGluR5 inhibition reduces ERK1/2 phosphorylation, caspase-3 activity, and cell death**

Activation of extracellular signal–regulated protein kinases 1 and 2 (ERK1/2) contributes to cell death upstream of Caspase-3 in many cell types and animal models of brain injury, and we previously reported an mGluR5-dependent increase in ERK1/2 activity in homozygous Q111 mice (20, 21). We found that ERK1/2 phosphorylation in brain lysates derived from vehicle-treated mice was significantly increased in both heterozygous and homozygous zQ175 mice (Fig. 5A). Chronic CTEP treatment reduced the amount of ERK1/2 phosphorylation in both heterozygous and homozygous zQ175 mice (Fig. 5A). We also observed that caspase-3 activity was significantly increased in homozygous zQ175 brain samples and that chronic CTEP treatment reduced caspase-3 activity to levels that were equivalent to CTEP-treated control animals (Fig. 5B). Consistent with the increase in caspase-3 activation, we observed a gene-dosage increase in terminal deoxyuridine triphosphate nick end labeling (TUNEL) staining (a marker of apoptosis) in striatal sections from heterozygous and homozygous zQ175 mice, which was also attenuated by chronic CTEP treatment (Fig. 5, C and D). We also observed an increase in the number of striatal neurons after staining for neuronal nuclei (NeuN) in CTEP-treated heterozygous and homozygous zQ175 mice (Fig. 5E). Thus, mGluR5 antagonism reduced neuronal cell death that could be associated with the manifestation of both motor and cognitive impairments in zQ175 mice.

**mGluR5 inhibition initiates the clearance of huntingtin aggregates in zQ175 mice**

One of the distinguishing features of HD pathology has been the deposition of insoluble huntingtin aggregates in the striatum (4). We have previously demonstrated that the deletion of GRMS, which encodes mGluR5, resulted in a significant reduction in the number of huntingtin aggregates in Q111 huntingtin knockin mice (13). Therefore, we examined whether both the number and size of huntingtin aggregates in the brains of heterozygous and homozygous zQ175 mice were reduced after 3 months of CTEP treatment since the age of 12 months. We found that the deposition (size and number) of huntingtin aggregates in heterozygous and homozygous zQ175 striatal (Fig. 4, A to C) and cortical (Fig. 4, D to F) brain slices was significantly reduced after CTEP treatment. Consistent with the observation that zQ175 mice were cognitively impaired, we observed that huntingtin aggregates in the hippocampus of heterozygous and homozygous zQ175 mice and that the size and number of these aggregates decreased after CTEP treatment (Fig. 4, G to I). Together, these results indicate that chronic mGluR5 antagonism with CTEP resulted in reduced huntingtin pathology.

**Chronic mGluR5 blockade activates autophagy by a ZBTB16/ATG14-regulated pathway**

Aggregated mutant huntingtin protein is a hallmark of HD, and it has been proposed that up-regulation of autophagy is effective in clearing these protein aggregates (22). Recently, GPCR signaling was reported to reduce autophagy initiation (12). Specifically, GPCR signaling inhibited autophagy by promoting inhibitory phosphorylation of GSK3β and stabilization of ZBTB16 abundance, a key component of the ZBTB16-Cullin3-Roc1 E3 ubiquitin ligase, which promoted the degradation of autophagy protein ATG14. GPCRs represent the largest family of membrane-bound receptor proteins, and they regulate a myriad of cellular processes, making the indiscriminate activation and inhibition GPCR activity undesirable. However, identification and targeting of specific GPCRs that regulate neuronal huntingtin autophagy represent a potentially exciting novel therapeutic approach. Therefore, we assessed whether chronic inhibition of mGluR5 by CTEP was capable of activating autophagy through this GPCR signaling pathway. We found that GSK3β phosphorylation at Ser3 was
significant increase in brain lysates derived from vehicle-treated heterozygous and homozygous zQ175 mice; CTEP significantly reduced GSK3β phosphorylation, resulting in activation of GSK3β (Fig. 6, A and B). We also found that ZBTB16 protein expression was reduced after chronic treatment with CTEP in both heterozygous and homozygous zQ175 mice (Fig. 6, A and C), which was associated with increased ATG14 protein expression (Fig. 6, A and D) and a reduction in the abundance of p62 (Fig. 6, A and E), a protein that recognizes and associates with toxic cellular waste and is scavenged upon initiation of autophagy. We also found that p62 protein aggregates were predominantly colocalized with huntingtin aggregates in striatal brain sections from vehicle-treated homozygous zQ175 mice, indicating a blockage in aggregate autophagy (Fig. 6, F and G). Moreover, we observed that chronic CTEP treatment reduced the number of p62 aggregates in homozygous zQ175 mice; indicating an increase in the autophagic clearance of huntingtin aggregates (Fig. 6H). Together, these data indicate that targeted inhibition of mGluR5 was sufficient to promote huntingtin clearance by autophagic induction.

**DISCUSSION**

To date, there are no disease-modifying drugs for the treatment of HD. Our data indicate that mGluR5 antagonism using a highly selective NAM significantly reduced huntingtin aggregate deposition by a novel signal transduction pathway that correlated with a GSK3β-dependent inhibition of ubiquitination and degradation of ZBTB16-Cullin3-Roc1 E3 ubiquitin ligase complex, enabling the accumulation of the autophagy adaptor protein ATG14 and the activation of autophagy. The antagonist-dependent reduction in aggregate formation, caspase-3 activation, and cell death ultimately culminated in improved motor and cognitive function of zQ175 mice.

For each of the motor tasks we assessed in the current study (grip strength, rotarod, and open-field locomotor activity), chronic mGluR5 inhibition significantly reverses the motor deficits observed in 12-month-old heterozygous and homozygous zQ175 mice. This indicates that mGluR5 NAMs are likely effective in both slowing and reversing disease progression in zQ175 mice rather than providing an immediate reversal of the observed motor deficits. The reduction in grip strength observed for both heterozygous and homozygous zQ175 mice is consistent with impairment in grip strength reported in HD patients (29). Moreover, it has recently been reported that there are changes in the structure and function of neuromuscular junctions in BACHD [bacterial artificial chromosome (BAC) mouse expressing full-length human mutant huntingtin] mice (30). The reduction in open-field locomotor activity in homozygous zQ175 agrees with the hypokinetic-rigid symptoms observed in advanced HD stages in patients (31). We also find that in a test of motor coordination, the ladder rung test, acute (1 week) treatment with CTEP prevented rung step errors made by homozygous zQ175 mice, which suggests that mGluR5 antagonism may provide immediate improvement of motor coordination. At 12 months of age, none of the zQ175 mice were impaired in

**Chronic mGluR5 antagonism activates a canonical autophagy pathway required for autophagosome biogenesis**

ULK1 and ULK2 (Unc-51–like kinase) are ubiquitously expressed kinases that localize to phagophore membrane upon nutrient starvation to promote autophagosome formation (23, 24). ULK1/2 forms a complex with ATG13 along with FIP200 at the autophagic isolation membranes to regulate autophagosome biogenesis (25). ULK1-dependent phosphorylation of ATG13 at Ser355 leads to the recruitment of ATG13, enabling efficient autophagy (26). The kinase mammalian target of rapamycin (mTOR) phosphorylates ULK1 at Ser757, thereby suppressing ULK1 kinase activity and autophagy initiation (27). Because mGluR5 is known to activate the mTOR pathway (28), we tested whether blocking mGluR5 with CTEP could induce autophagy by activating ULK1. Chronic blockade of mGluR5 reduced the inhibitory phosphorylation of ULK1 at Ser757 observed in zQ175 mice (Fig. 7, A and B) and was accompanied by an increase in ATG13-Ser355 phosphorylation, indicating that ULK1 activity was increased upon CTEP treatment (Fig. 7, A and C). The abundance of Beclin1, a critical regulator of autophagy, was also increased in CTEP-treated zQ175 mice, reflecting an induction of autophagy (Fig. 7, A and D). Together, these findings suggest that mGluR5 antagonism can potentially enhance autophagy by multiple convergent mechanisms to increase the clearance of mutant huntingtin aggregates.

**Fig. 3. Administration of CTEP improves cognitive deficits in zQ175 mice.** (A and B) Mean ± SEM of the recognition index, for exploring a novel object versus a familiar object on the second day of novel object recognition test, after acute (1 week; A) and chronic (12 weeks; B) treatment with vehicle in heterozygous zQ175 (+/−/−), homozygous zQ175 (Q175/Q175), and wild-type (+/+), mice (n = 12 for all groups). **P < 0.01 and ***P < 0.001 by two-way ANOVA and Fisher’s LSD comparisons.
their ability to complete the ladder rung task, but by 15 months of age, the homozygous zQ175 mice took significantly longer to complete the task than wild-type mice, and mGluR5 antagonism prevented the development of this deficit. This provides additional evidence that mGluR5 inhibition represents an excellent therapeutic target to slow and/or prevent the progression of the HD process.

Several HD models have been developed in an attempt to model the disease process, and they each present with varying levels of phenotypic disease severity, pathology, and onset (32). The zQ175 HD mouse model is the first to demonstrate an HD phenotype on a heterozygous genetic background, which has allowed us to assess the effects of gene dosage on the penetrance of the HD phenotype in the zQ175
mice and the relative effectiveness of mGluR5 antagonism treatment to affect motor function (33, 34). We observed that homozygous mice are far more severely impaired in motor function when compared to either wild-type or heterozygous mice and that heterozygous mice display an intermediary phenotype. This is paralleled by the effectiveness of chronic mGluR5 blockade to reduce the ob-

served motor deficits. Specifically, we found that, although chronic antagonist treatment significantly improved grip strength and rotarod performance in homozygous zQ175 mice, it did not completely ameliorate the loss of motor function of these severely impaired mice in this task. In contrast, we found that mGluR5 acute NAM treatment of heterozygous mice returns open-field locomotor activity to wild-type levels. However, chronic antagonism completely reversed the reduction of locomotion in the open-field box observed for homozygous zQ175 mice and significantly improved motor performance on the ladder rung test, suggesting that disease progression can be arrested or even reversed with drug treatment.

Cognitive impairment is an often disregarded consequence of HD, and mGluR5 signaling is known to be intimately linked to processes associated with memory and learning (19, 35–37). Similar to what we have observed previously in Alzheimer’s disease mouse models (38), chronic mGluR5 antagonist treatment reversed the cognitive impairment observed in both heterozygous and homozygous zQ175 mice. However, unlike what we previously reported (38) for Alzheimer’s disease mice, acute (1 week) antagonist treatment effectively improved the memory of heterozygous, but not homozygous, zQ175. We find evidence for huntingtin aggregates in the hippocampus of zQ175 mice suggesting that, similar to what we propose for Alzheimer’s disease mouse models, mGluR5 antagonism potentially results in the removal of both soluble and insoluble misfolded mutant huntingtin protein, which results in improved cognitive function.

Our findings support a critical/central contribution of pathological mGluR5 signaling to the pathophysiology underlying HD. mGluR5 is highly expressed in the striatum, a major region affected in HD (8), and we have previously shown that mGluR5 interacts with mutant huntingtin to antagonize mGluR5 signaling in a protein kinase C (PKC)–dependent manner but that this PKC–dependent regulation of mGluR5 signaling is lost with age (9, 21). We show that the number and size of huntingtin aggregates are affected by huntingtin gene copy number and that mGluR5 antagonism results in a reduction in the number and size of huntingtin aggregates in both heterozygous and homozygous zQ175 mice. This suggests that the loss of the PKC–dependent attenuation of mGluR5 signaling with age contributes to the deposition of huntingtin aggregates and/or antagonizes the clearance of misfolded
huntingtin protein with age. The observation that mGluR5 antagonism reduces the size and number of huntingtin aggregates indicates that these aggregates themselves are neurotoxic and/or that neurotoxic misfolded mutant huntingtin species normally sequestered into aggregates are cleared from neurons as a consequence of mGluR5 inhibition. It has been previously shown that the overexpression of genes implicated in autophagy enhances the clearance of mutant huntingtin and reduces aggregate formation in *Caenorhabditis elegans* and that the activation of autophagy reduces the formation of huntingtin aggregates in animal models of HD (12, 39–44). Previous methodologies to pharmacologically enhance the autophagy pathway have focused on rapalogs, derivatives of the mTOR inhibitor rapamycin. Two limitations with the use of rapalogs are the poor uptake across the blood-brain barrier and immunosuppressive properties (45, 46). In contrast, CTEP exhibits superior transfer across the blood-brain barrier and exhibited no major side effects, indicating that CTEP treatment may represent a safer and more effective method of activating autophagy, suggesting that mGluR5 antagonists will be effective therapeutic tools to treat HD patients.

We have shown here that the prolonged antagonism of mGluR5 results in the dephosphorylation at Ser9 and activation of GSK3β in *Q175*/+ and *Q175/Q175* mice, which has been previously shown to phosphorylate and promote the autoubiquitination and degradation of ZBTB16 (12). We also found that the loss of ZBTB16 expression is associated with stabilization of the autophagy adaptor ATG14 and a reduction in p62 protein levels, indicating an
induction in autophagy. We demonstrate that both p62 and mutant huntingtin aggregates colocalize extensively and that mGluR5 antagonist treatment results in a concomitant reduction of both proteins. In addition, mGluR5 inhibition also reduces the inhibitory phosphorylation of ULK1 at Ser214, increases ATG13-Ser355 phosphorylation, and increases Beclin1 expression in homozygous zQ175 mice. These observations suggest that the observed reduction of huntingtin aggregates after antagonist treatment may occur as the consequence of increased autophagy. To our knowledge, this study represents the first evidence to suggest that pharmacologically targeting a single GPCR will be effective in clearing neurotoxic aggregates by drugs that are tolerated by patient populations.

There is also evidence that an mGluR5 positive allosteric modulator [3-cyano-N-(1,3-diphenyl-1H-pyrazol-5-yl)benzamidine (CDPPB)] may also modestly improve motor function in BACHD mice by a mechanism that has yet to be delineated (47). However, it is possible that the CDPPB may bias endogenous glutamate signaling such that mGluR5 activation does not lead to the GSK3β-mediated attenuation of ATG14-dependent autophagy. Nevertheless, our current study extends our previous work, demonstrating that mGluR5 knockout improves the performance of Q111 mice and indicates that this improved performance was not the consequence of compensatory developmental adaptation (13). It is likely that mGluR5-targeted treatments of neurodegenerative disease can be achieved through multiple mechanisms that converge downstream of the receptor.

Associated with the clearance of mutant aggregates is a reduction in caspase-3 activation and neuronal apoptosis, suggesting that mGluR5 antagonism also results in the preservation of neurons in the striatum of zQ175 mice. ERK1/2 activation has been shown to precede caspase-3 activation (20, 48, 49), and consistent with this observation, we find that the activation of caspase-3 in zQ175 mice is correlated with an increase in ERK1/2 activation. Chronic CTEP treatment of wild-type mice increases ERK1/2 phosphorylation, which is opposite to the effect of drug treatment of heterozygous and homozygous zQ175 mice. However, this increase in ERK1/2 phosphorylation did not translate into a change in caspase activity in wild-type mice. Mutant huntingtin is also a substrate for caspase-3, and the proteolytic cleavage of huntingtin releases the polylaminosine toxic fragments, resulting in the cellular dysfunction and death that correlates with HD progression (50, 51). Thus, it is possible that mGluR5 antagonism may reduce the formation of huntingtin aggregates, in part, by reducing the cleavage of the mutant huntingtin protein.

In summary, we find that mGluR5 antagonism is effective in reducing behavioral impairments, pathological hallmarks, and cell death associated with HD in zQ175 mice. Moreover, we provide evidence that antagonism of mGluR5 signaling promotes the clearance of toxic misfolded protein species and suggest that this may occur as the consequence of the up-regulation of autophagy. There are now a number of highly selective mGluR5 NAMs that are in clinical trials for the treatment of neurodevelopmental, psychiatric, and neurodegenerative diseases such as fragile X mental retardation disorder, major depressive disorder, and Parkinson's disease (15, 18, 52). Our preclinical data suggest that the use of mGluR5 NAMs may be effectively extended to the treatment of HD.

**MATERIALS AND METHODS**

**Reagents**

CTEP was purchased from Axon Medchem. Horseradish peroxidase (HRP)–conjugated anti-rabbit immunoglobulin G secondary antibody was from Bio-Rad (1662408EDU). HRP–conjugated anti-mouse secondary and rabbit anti–phospho-p44/42 ERK1/2 (Thr202/Tyr204) (9101), ERK1/2 (9102), phospho-ULK1 (Ser214; 14202), ULK1 (8054), phospho-ATG13 (Ser355; 43533), ATG13 (13273), phospho-GSK3β (Ser9; 9323), Beclin1 (3495), and mouse anti-GSK3β (9832) antibodies were from Cell Signaling Technology. Rabbit anti-actin (CL2810AP), ATG14L (PD026), and β-tubulin (107–10252) were from Cedarlane. Rabbit anti–GAPDH (glyceraldehyde-3-phosphate dehydrogenase) (25778) was from Santa Cruz Biotechnology. Mouse anti-p62 (56416) and Fisher's LSD comparisons.
rabbit anti-ZBTB16 (39354) antibodies were from Abcam. Mouse anti-NeuN (MAB377) and EM48 antibody (MAB5374) were from Millipore. Donkey anti-mouse Alexa Fluor 647 (A31571) and goat anti-mouse 488 (A11001) were from Thermo Fisher Scientific. Reagents used for Western blotting were purchased from Bio-Rad, and all other biochemical reagents were from Sigma-Aldrich.

**Animals**

All animal experimental protocols were approved by the University of Ottawa Institutional Animal Care Committee and were in accordance with the Canadian Council of Animal Care guidelines. Animals were individually caged and housed under a constant 12-hour light/dark cycle and given food and water ad libitum. Heterozygous zQ175/HD mice were obtained courtesy of CHDI Foundation from The Jackson Laboratory (stock #370476) and bred to establish littermate-controlled male wild-type, heterozygous zQ175 (Q175/+), and homozygous zQ175 (Q175/Q175) knockin mice. zQ175 knockin mice carry ~188 CAG repeat expansions. Groups of 24 male wild-type, Q175/+ and Q175/Q175 were aged to 12 months of age and 12 mice from each group were treated every 48 hours with either vehicle [dimethyl sulfoxide (DMSO) in chocolate pudding] or CTEP (2 mg/kg; dissolved in 10% DMSO) and then mixed with chocolate pudding; final DMSO concentration was 0.1%) for 12 weeks. This drug dose was calculated weekly on the basis of weight and is consistent with the dose given to fragile X and Alzheimer’s disease mice [38, 53]. All groups were assessed in a battery of behavioral experiments before and after 1 week (to test the acute effect) and 12 weeks of drug treatment (to test the chronic effect). At the end of the 12-week treatment, mice were sacrificed by exsanguination, and the brains were collected and randomized for biochemical determinations and immunostaining.

**Behavioral analysis**

Animals were habituated in the testing room for 30 min before testing, and all behavioral testing was blindly performed during the animal’s dark cycle.

**Forelimb grip strength**

Mice were held over the triangular grid of the Chatillon DFE II (Columbus Instruments) grip strength meter until it had a firm grip on the bar. The mouse was then pulled horizontally away from the bar at a speed of ~2.5 cm/s until it released the bar. The value of the maximal peak force was recorded. Each mouse underwent six trials, with an intertrial interval of 5 to 10 s (54).

**Performance on accelerating rotarod**

Mice were introduced to the rotarod apparatus (IITC) by habituating them on the still rotarod for 3 min on the first day. Mice were then tested for a maximum of 5 min in four trials daily at an accelerating speed (from 4 to 45 rpm in 300 s) for 2 consecutive days, with 10-min breaks between each trial. If the mice fell in the first 10 s of training, then they were placed back on the apparatus immediately, up to three times. The latency to fall, revolutions per minute of falling, and distance traveled on the rod were recorded, and the average value obtained from the four trials of the second day was used for analysis.

**Open field**

Mice were placed in the corner of an opaque, illuminated (250 to 300 lux), white box (45 cm × 45 cm × 45 cm) and allowed to explore for 10 min. Activity was monitored using an overhead camera fed to a computer in a separate room and analyzed using the Noldus EthoVision 10 software. The distance traveled and velocity of each mouse in the open box were determined.

**Novel object recognition**

Mice were placed in white box measuring 45 cm × 45 cm × 45 cm and tracked using a camera fed to a computer in a separate room and analyzed using the Noldus EthoVision 10 software. Mice were placed in the empty box for 5 min, and 5 min later, two identical objects were placed in the box 5 cm from the edge and 5 cm apart. Mice were returned to the maze for 5 min and allowed to explore. The time spent exploring each object was recorded, and mice were considered to be exploring an object if their snout was within 1 cm of the object. Twenty-four hours after first exposure, the experiment was repeated with one object replaced with a novel object. The time spent exploring each object was recorded. Data were interpreted using the recognition index (time spent exploring the familiar object or the novel object over the total time spent exploring both objects multiplied by 100) and was used to measure the recognition memory [TA or TB/(TA + TB)] × 100, where T represents the time, A represents a familiar object, and B represents a novel object.

**Horizontal ladder**

A horizontal ladder is used to assess forelimb and hindlimb placement and coordination. Mice were trained (one trial) and tested (three trials) to walk on a horizontal ladder (composed of two clear Plexiglass walls (69.5 cm × 15 cm) containing 121 metal rungs (0.15 cm in diameter and 2 cm from the bottom of the wall) and spaced regularly (1 cm apart) or irregularly (0.5 to 2.5 cm apart). Test trials were video-recorded, and the number of successful and slips or missed steps, as well as the latency to complete the task, was quantified. Data were interpreted as percent error, which represents the percentage of slips or missed steps of the total number of steps required to cross the ladder.

**Western blotting**

The brains were dissected, and one hemisphere was lysed in ice-cold lysis buffer [50 mM tris (pH 8.0), 150 mM NaCl, and 1% Triton X-100] containing protease inhibitors [1 mM AEBSF (4-2-aminoethyl-benzensulfonyl fluoride hydrochloride), leupeptin (10 µg/ml), and aprotinin (2.5 µg/ml)] and phosphatase inhibitors (10 mM NaF and 500 µM Na3VO4) and centrifuged at 15,000 rpm at 4°C for 15 min. The supernatant was collected, and the total protein levels were quantified using Bradford protein assay (Thermo Fisher Scientific). Homogenates were diluted in a mix of lysis buffer and β-mercaptoethanol containing 3× loading buffer and boiled for 10 min at 95°C. Aliquots containing 30 µg of total proteins were resolved by electrophoresis on a 7.5% SDS–polyacrylamide gel electrophoresis and transferred onto nitrocellulose membranes (Bio-Rad). Blots were blocked in tris-buffered saline (pH 7.6) containing 0.05% Tween 20 (TBST) and 5% nonfat dry milk for 2 hours at room temperature and then incubated overnight at 4°C with primary antibodies diluted (1:1000) in TBST containing 1% nonfat dry milk. Immunodetection was performed by incubating with secondary antibodies (anti-rabbit/mouse) diluted (1:5000) in TBST containing 1% nonfat dry milk for 1 hour. Membranes were washed in TBST, and then, bands were detected and quantified using a Bio-Rad chemiluminescence system.

**EM48 immunohistochemistry**

Staining for aggregated huntingtin was performed using an EM48 monoclonal antibody that recognizes mutant huntingtin in both humans
In situ BrdU-Red DNA Fragmentation (TUNEL) assay

Apoptosis was measured using the in situ BrdU-Red DNA Fragmentation (TUNEL) assay kit from Abcam (ab66110) according to the manufacturer's instructions. Briefly, fixed coronal brain slices (in 4% formaldehyde) were washed with PBS, followed by the addition of proteinase K solution. Slices were then washed with wash buffer, followed by the addition of DNA labeling solution. Anti-BrdU (Red) antibody was then added, followed by Hoechst staining, and slides were imaged using a Zeiss LSM 800 confocal microscope.

Statistical analysis

Means ± SD shown for each independent experiment are shown in the various figure legends. GraphPad Prism software was used to analyze the data for statistical significance. Statistical significance was determined by a series of 3 (strain) × 2 (drug treatment) analyses of variance (ANOVA), followed by Fisher’s least significant difference comparisons for the significant main effects or interactions.
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LRRK2 activation in idiopathic Parkinson’s disease
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INTRODUCTION
Parkinson’s disease (PD) is a common neurodegenerative disorder that results in motor impairment, cognitive and psychiatric symptoms, and autonomic dysfunction (1). Whereas a number of gene mutations are known to cause familial PD, about 90% of PD cases are of unknown cause, that is, idiopathic PD (iPD). Missense mutations in the gene encoding leucine-rich repeat kinase 2 (LRRK2) are the most common cause of autosomal dominant PD and may account for about 3% of cases overall (2, 3). The LRRK2 locus also contains a risk factor for iPD (4), but the role of LRRK2 in typical iPD is unknown. It is generally believed that the common missense mutations in LRRK2 confer a toxic gain of function, and increased LRRK2 kinase activity has been strongly implicated in PD pathogenesis (5). Among the kinase substrates of LRRK2 are a subset of the Rab GTPases (guanosine triphosphatases), including Rab10, which has been implicated in the maintenance of endoplasmic reticulum, vesicle trafficking, and autophagy (6). LRRK2-induced phosphorylation of Rab10 inhibits its function by preventing binding to Rab GDP (guanosine diphosphate) dissociation inhibitor factors necessary for membrane delivery and recycling. Hence, aberrantly enhanced LRRK2 kinase activity is likely to be associated with reduced activity of Rab10 and its effectors.

Assessment of the kinase activity state of LRRK2 under various conditions has been somewhat cumbersome, although there appears to be a growing consensus that autophosphorylation of LRRK2 at Ser1292 correlates with activity (7, 8). Phosphoserine1292 (pSer1292) has generally been detected by Western blotting rather than immunocytochemistry, which limits anatomical or cellular resolution. LRRK2 is believed to be a rather low-abundance protein, and efforts to detect it immunocytochemically sometimes rely on high antibody concentrations, which may reduce specificity. This problem may be compounded for pSer1292 when only a fraction of the total (small) pool of LRRK2 is phosphorylated. The activity of LRRK2 is also regulated by its interaction with 14-3-3 proteins, whose binding to LRRK2 requires phosphorylation at LRRK2 serine residues 910 and 935 (9, 10), which are not autophosphorylation sites. Although the binding of LRRK2 to 14-3-3 proteins is associated with reduced kinase activity (11), this interaction can be disrupted by oxidative stressors including hydrogen peroxide (H2O2) (12). The interaction between LRRK2 and 14-3-3 proteins has generally been assessed by coimmunoprecipitation. A critical barrier to understanding the role of LRRK2 in iPD has been the absence of a practical, sensitive, high-resolution assay for its activation state.

We have developed and validated proximity ligation assays with excellent anatomical resolution that can rapidly provide information regarding activation state, cellular localization, and physiological regulators of LRRK2. The assay is based on (i) Ser1292 phosphorylation and (ii) dissociation of 14-3-3 proteins from LRRK2.

RESULTS
New proximity ligation assays were developed and validated

As a LRRK2 autophosphorylation site, pSer1292 reflects the activity of LRRK2 per se. We developed a proximity ligation assay to amplify the signal and increase the specificity of an antibody recognizing the pSer1292 epitope of the LRRK2 protein. For the proximity ligation assay, we paired the anti-pSer1292 antibody with a validated antibody directed against an epitope in the C terminus of Roc (COR) domain of the LRRK2 protein. In this way, the signal of the anti-pSer1292 antibody was amplified and detected only if it was in proximity to the anti-COR domain antibody (that is, specific LRRK2 pSer1292 signals were amplified, whereas potential signals from nonspecific or off-target antibody binding were filtered out by the proximity ligation assay). We developed a second proximity ligation assay that assessed the interaction between LRRK2 and 14-3-3 proteins, whose binding to LRRK2 is associated with reduced kinase activity. The
proximity ligation assays were designed such that LRRK2 activity would be associated with a strong pSer1292 signal and a weak 14-3-3 signal; conversely, when LRRK2 is inactive, there would be little pSer1292 signal and a robust 14-3-3 signal.

To validate the assays, we used wild-type LRRK2, mutant LRRK2 (LRRK2<sup>G2019S/G2019S</sup>), and LRRK2-deficient (LRRK2<sup>−/−</sup>) human embryonic kidney–293 (HEK-293) cells, obtained by CRISPR/Cas9 gene editing. In wild-type cells, there was little pSer1292 proximity ligation assay signal and a strong 14-3-3 signal (Fig. 1, A, B, D, and E). The G2019S mutation is known to cause increased LRRK2 kinase activity (5, 6). Accordingly, in LRRK2<sup>G2019S/G2019S</sup> HEK-293 cells, there was a bright pSer1292 signal and loss of the 14-3-3 interaction (Fig. 1, A, B, D, and E). The G2019S mutation is known to cause increased LRRK2 kinase activity (5, 6).

In wild-type cells and cells lacking LRRK2 (Fig. 1, A, B, D, and E), further establishing the specificity of the assays. The small GTPase, Rab10, has recently been shown to be directly phosphorylated at Thr73 by LRRK2 (6). Using a specific pThr73-Rab10 antibody, we found low amounts of phosphorylated Rab10 in wild-type cells and much higher amounts in LRRK2<sup>G2019S/G2019S</sup> cells (P < 0.0001 compared to wild-type cells), in keeping with increased kinase activity of the mutant protein (Fig. 1, A, C, D, and E). After assay development, validation included blinded analysis and correct identification of all three cell lines with these assays alone. Using the selective LRRK2 kinase inhibitors, GNE-7915 and MLi-2 (13), in dose-response studies, we found that LRRK2 activation state, assessed by the pSer1292 signal in the proximity ligation assay, correlated closely with phosphorylation of its substrate Rab10 (Fig. 1, F and G). We next looked at LRRK2 activation state in patient-derived lymphoblastoid cell lines. Relative to cells derived from a healthy age-matched control, there was marked elevation of the pSer1292 signal in a LRRK2<sup>−/−</sup> HEK-293 cells lacking LRRK2 (Fig. 1, A, B, D, and E).

Endogenous wild-type LRRK2 is activated in IPD

Conventional assays of LRRK2 activity often rely on overexpression, and they require substantial amounts of tissue, lack cellular/anatomical resolution, and cannot be performed in previously fixed tissue. In contrast, our proximity ligation assays could assess the activation state of endogenous LRRK2 on a cell-by-cell basis using fixed cells or tissue. In this context, we measured pSer1292 proximity ligation and pThr73-Rab10 by quantitative confocal immunofluorescence in sections of substantia nigra from postmortem brain tissue from seven individuals who had died with iPD and from eight controls. In these animals, there was a marked loss of the 14-3-3 proximity ligation signal (P < 0.0001, unpaired, two-tailed t test) (Fig. 3, A to C). In these animals, there was a marked loss of the 14-3-3 proximity ligation signal.
Fig. 1. Validation of proximity ligation assays using CRISPR/Cas9 gene-edited HEK-293 cells and LRRK2 kinase inhibitors. (A) A proximity ligation (PL) assay showing LRRK2 kinase activation by means of phosphorylation of the autophosphorylation site Ser1292 (red signal) and immunofluorescence of phosphorylation of the LRRK2 substrate Rab10 (green signal). In wild-type HEK-293 cells (HEK wild type; top row), there was little proximity ligation signal or pThr73-Rab10 immunofluorescence. HEK-293 cells carrying a homozygous G2019S mutation in LRRK2 (HEK G2019S; middle row) showed elevated LRRK2 kinase activity, indicated by a bright pSer1292 proximity ligation signal and strong pThr73-Rab10 immunofluorescence. In HEK-293 cells lacking LRRK2 (HEK LRRK2 knockout [KO]; bottom row), there was no pSer1292 proximity ligation signal and very little pThr73-Rab10 signal. DAPI (4′,6-diamidino-2-phenylindole; blue) was used as a nuclear stain. (B) Quantification of the pSer1292 proximity ligation signal in wild-type, G2019S mutant, and knockout HEK-293 cells. Results reflect three independent experiments. Each symbol represents signal from a single cell. Statistical testing by ANOVA with post hoc Bonferroni correction. (C) Quantification of the pThr73-Rab10 signal in wild type, G2019S mutant, and knockout HEK-293 cells. Results reflect three independent experiments. Each symbol represents signal from a single cell. Statistical testing by ANOVA with post hoc Bonferroni correction. (D) Proximity ligation assay of 14-3-3 binding to LRRK2 and immunofluorescence of Rab10 phosphorylation at Thr73. In wild-type HEK-293 cells (top row), there was a strong 14-3-3–LRRK2 proximity ligation signal (red) and little pThr73-Rab10 immunofluorescence (green). In HEK-293 cells carrying a homozygous G2019S mutation in LRRK2 (middle row), there was loss of 14-3-3 binding and a marked increase in pThr73-Rab10 signal. In HEK-293 LRRK2 knockout cells (bottom row), there was no 14-3-3–LRRK2 signal and little pThr73-Rab10 signal. (E) Quantification of the 14-3-3–LRRK2 proximity ligation signal in wild-type, G2019S mutant, and knockout HEK-293 cells. Results reflect three independent experiments. Each symbol represents signal from a single cell. Statistical testing by ANOVA with post hoc Bonferroni correction. (F) Dose-response curves for the LRRK2 kinase inhibitor GNE-7915 against the pSer1292 proximity ligation signal (filled circles) and the pThr73-Rab10 signal (open circles) in HEK-293 G2019S mutant cells. Cells were cultured for 24 hours with various LRRK2 kinase inhibitor concentrations. Results are from three independent experiments. Symbols show means ± SEM. IC50 values were calculated by GraphPad Prism software. (G) Dose-response curves for the LRRK2 kinase inhibitor MLI-2 against the pSer1292 proximity ligation signal (filled circles) and the pThr73-Rab10 signal (open circles) in HEK-293 G2019S mutant cells. Cells were cultured for 24 hours with various LRRK2 kinase inhibitor concentrations. (H) Dose-response curves for the LRRK2 kinase inhibitor GNE-7915 against the pSer1292 proximity ligation signal (filled circles) and the pThr73-Rab10 signal (open circles) in lymphoblastoid cells derived from an individual carrying the G2019S LRRK2 mutation. Cells were cultured for 24 hours with various LRRK2 kinase inhibitor concentrations.
correction; fig. S3). Treatment with monomeric α-synuclein did not activate LRRK2.

Both rotenone treatment and elevated α-synuclein increase formation of reactive oxygen species (ROS), and both insults activate wild-type LRRK2, which raises the possibility that it is secondary generation of ROS that actually activates LRRK2. To test directly whether ROS can activate LRRK2, we treated wild-type HEK-293 cells with H$_2$O$_2$ (Fig. 4, A and B). Treatment with H$_2$O$_2$ dose-dependently (50 nM to 5 μM) activated the pSer1292 proximity ligation signal ($P < 0.0001$ versus control for all H$_2$O$_2$ doses; one-way ANOVA with Bonferroni correction) and increased phosphorylation of its substrate Rab10 ($P < 0.0001$ for all doses above 50 nM H$_2$O$_2$). The antioxidant α-tocopherol blocked H$_2$O$_2$ activation of the pSer1292 signal ($P < 0.0001$) and Rab10 phosphorylation ($P < 0.0001$).

Further evidence of oxidative activation of LRRK2 came from the study of endogenous NADPH oxidase 2 (NOX2). We found that rotenone treatment of wild-type HEK-293 cells caused an increase in the pSer1292 proximity ligation signal and Rab10 phosphorylation (Fig. 4, C to E). Although rotenone may cause mitochondrial ROS formation, mitochondrially derived ROS may also activate NOX2 in a process known as ROS-induced ROS release, which can feed forward to amplify ROS production (20, 21). We found that cotreatment with rotenone plus the specific NOX2 inhibitor peptide, Nox2ds-tat (22), blocked rotenone’s effects on LRRK2 activation and phosphorylation of its substrate ($P < 0.0001$, one-way ANOVA with Bonferroni correction). Thus, NOX2-generated superoxide appears to be important in activating LRRK2.

**A LRRK2 kinase inhibitor prevents rotenone-induced activation of nigrostriatal LRRK2 and its downstream effects in rats**

The rotenone model of PD reproduces many features of the human disease, including accumulation of pSer129-α-synuclein, impairment of autophagy, and reduced mitochondrial protein import (15). To determine whether systemic treatment with a brain-penetrant LRRK2 inhibitor could block rotenone-induced LRRK2 activation and to survey some of the potential downstream effects of LRRK2 activation, we treated rats for 5 days with rotenone (2.8 mg/kg per day, i.p.) with or without concomitant PF-360 (10 mg/kg, p.o., twice daily), a highly selective LRRK2 kinase inhibitor (23, 24). This PF-360 dosing regimen resulted in a pharmacokinetic profile in which an IC$_{90}$ concentration in rat brain was achieved for 15 hours daily, and an IC$_{50}$ concentration was achieved for a full 24 hours.

**Fig. 2. Activation of LRRK2 kinase in nigrostriatal dopamine neurons in human iPD postmortem brain tissue.** (A) Shown are the pSer1292 proximity ligation signal (red) and pThr73-Rab10 immunofluorescence signal (gray) in sections of substantia nigra from a healthy, age-matched control human brain (top row) and a brain from an individual with iPD (bottom row). In the control brain, there was little pSer1292 or pThr73-Rab10 signal, but in the iPD brain, there were strong signals for both. TH, tyrosine hydroxylase, a marker of dopamine neurons (blue). (B) Quantification of pSer1292 proximity ligation signal in eight control brains and seven iPD brains. Statistical comparison by unpaired two-tailed $t$ test. (C) Quantification of pThr73-Rab10 signal in eight control brains and seven iPD brains. Statistical comparison by unpaired two-tailed $t$ test. (D) Shown are 14-3-3–LRRK2 proximity ligation signal (red) and pThr73-Rab10 immunofluorescence signal (gray) in sections of substantia nigra from a control human brain (top row) and a brain from an individual with iPD (bottom row). In the control brain, there was a strong 14-3-3–LRRK2 proximity ligation signal and little pThr73-Rab10 signal, but in the iPD brain, the opposite pattern was seen. (E) Quantification of 14-3-3–LRRK2 proximity ligation signal in eight control brains and seven iPD brains. Statistical comparison by unpaired two-tailed $t$ test.
In a new cohort of rats treated with rotenone for 5 days, there was a marked increase in pSer1292 proximity ligation signal in nigrostriatal dopamine neurons, which was associated with an increase in phosphorylation of Rab10 (Fig. 5, A to C). Cotreatment with PF-360 effectively blocked the rotenone-induced activation of LRRK2 ($P < 0.0001$, two-way ANOVA with Sidak correction) and phosphorylation of Rab10 ($P < 0.0001$). Thus, the pSer1292 proximity ligation assay provided an ex vivo assay of target (LRRK2) engagement by PF-360, which was corroborated by measurement of pThr73-Rab10.

We reported previously that chronic rotenone treatment (10 to 14 days) leads to elevated pSer129-α-synuclein (15). Here, we found that the rats treated for only 5 days also accumulated pSer129-α-synuclein, and cotreatment with PF-360 prevented this accumulation (Fig. 5, D and E). The mechanism by which pSer129-α-synuclein accretes in response to rotenone is uncertain, but it has been suggested that phosphorylation of α-synuclein at Ser129 targets the protein for degradation by autophagy (25, 26). Both chaperone-mediated autophagy (CMA) and macroautophagy play roles in α-synuclein degradation (27, 28). Therefore, we assessed a marker for CMA, Lamp2A, which is located on lysosomes, and another marker, Lamp1, which may label late endosomes, autolysosomes, or lysosomes. There were abundant Lamp2A and Lamp1 punctae in nigrostriatal dopamine neurons from the brains of vehicle-treated rats, which were markedly lost after rotenone treatment and preserved by cotreatment with PF-360 (Fig. 6, A to E). Together, these results suggest that there may be early impairment of CMA and lysosomal function, which is downstream of LRRK2 kinase activity. To complement these pharmacological studies, we examined the effects of rotenone on pSer129-α-synuclein in wild-type and LRRK2−/− HEK-293 cells. We found that rotenone treatment caused accumulation of pSer129-α-synuclein in wild-type cells; however, there was no such accumulation in the LRRK2 null cells (fig. S4), suggesting that buildup of pSer129-α-synuclein may be LRRK2-dependent. Moreover, the rotenone-induced increase in pSer129-α-synuclein in wild-type cells was effectively blocked by PF-360 to the same extent as in LRRK2−/− cells, confirming the specificity of the PF-360 effect.

Similar to rotenone-treated rats, there was a marked loss of Lamp1 puncta in human postmortem brain tissue from individuals with iPD ($P < 0.0001$, unpaired two-tailed $t$ test), and this was accompanied by an accumulation of the autophagy cargo receptor p62/SQSTM1 in Lewy bodies ($P < 0.03$), indicating autophagic and lysosomal dysfunction (Fig. 6, F and G). As reported by many other groups, and as seen in rotenone-treated rats, there was accumulation of pSer129-α-synuclein in the substantia nigra of postmortem brain tissue from iPD patients.

In vitro experiments have shown that pSer129-α-synuclein binds to TOM20 and inhibits mitochondrial protein import; however, this has not been examined directly in human brain or in the rotenone-treated rat model of PD. Examination of human iPD postmortem brain tissue (Fig. 7, A and B) revealed a marked increase in the pSer129-α-synuclein–TOM20 proximity ligation signal ($P < 0.0001$, unpaired, two-tailed $t$ test), indicating that accumulation of this specific form of α-synuclein may have toxic consequences in terms of mitochondrial protein import. Similarly, in the rotenone-treated rats (Fig. 7, C to E), the increased pSer129-α-synuclein we found at 5 days was associated with its binding to TOM20, measured as a strong pSer129-α-synuclein–TOM20 proximity ligation signal ($P < 0.0001$, two-way ANOVA with Bonferroni correction), as well as reduced levels and redistribution of the imported complex I subunit,

![Fig. 3. LRRK2 activation in nigrostriatal dopamine neurons in two rat models of PD.](image-url)
Ndufs3, from mitochondria to cytosol ($P < 0.0001$). Cotreatment with PF-360 prevented the elevation in pSer129-α-synuclein (Fig. 5E) and, as a result, there was little binding to TOM20 ($P < 0.0001$ versus rotenone alone), and there was preservation of normal levels and mitochondrial localization of Ndufs3 (Fig. 7, C and E). Thus, both the accumulation of pSer129-α-synuclein and its toxic consequences appear to be downstream of LRRK2 kinase activity.

**DISCUSSION**

Development of new proximity ligation assays for detecting the pSer1292-LRRK2 autophosphorylation site and for LRRK2 binding to 14-3-3 proteins allowed us to show that endogenous wild-type LRRK2 was activated in nigrostriatal dopamine neurons in postmortem brain tissue from patients with iPD and that this finding could be reproduced in rodent models of the disease. Whereas our new assay does not measure LRRK2 activity per se, it provides a snapshot of relative LRRK2 activation state and does so with a cellular level of resolution (for example, in dopamine neurons and microglia). The assay was validated (i) using CRISPR/Cas9-edited HEK-293 cells, (ii) by demonstrating that the readout of LRRK2 activation state (pSer1292 proximity ligation signal) correlated with phosphorylation of Rab10 substrate, and (iii) by showing that both the pSer1292 proximity ligation signal and pThr73-Rab10 signal responded appropriately.

**Fig. 4. LRRK2 is activated in HEK-293 cells by ROS.** (A) The pSer1292 proximity ligation signal is increased dose-dependently by H$_2$O$_2$ (blue symbols) in wild-type HEK-293 cells. This H$_2$O$_2$-induced increase was blocked by the antioxidant α-tocopherol (5 μM) (red symbols). Results represent three independent experiments. Symbols represent measurements from individual cells. Red asterisks denote $P < 0.0001$ versus no H$_2$O$_2$, ANOVA with Bonferroni correction; blue asterisks denote $P < 0.0001$ versus H$_2$O$_2$ alone at the same concentration. (B) pThr73-Rab10 signal was increased dose-dependently by H$_2$O$_2$ (blue symbols) in wild-type HEK-293 cells, and the H$_2$O$_2$-induced increase was blocked by the antioxidant α-tocopherol (5 μM) (red symbols). Results represent three independent experiments. Symbols represent measurements from individual cells. Red asterisks denote $P < 0.0001$ versus no H$_2$O$_2$, ANOVA with Bonferroni correction; blue asterisks denote $P < 0.0001$ versus H$_2$O$_2$ alone at the same concentration. ns, not significant. (C) In wild-type HEK-293 cells, rotenone treatment increased the pSer1292 proximity ligation signal and pThr73-Rab10 immunoreactivity. Both effects were blocked by the specific NOX2 inhibitor Nox2ds-tat. (D) Quantification of the pSer1292 proximity ligation signal in vehicle- and rotenone-treated cells. Results represent three independent experiments. Symbols represent measurements from individual cells. Comparison by ANOVA with Bonferroni correction. (E) Quantification of the pThr73-Rab10 immunofluorescence signal in vehicle- and rotenone-treated cells. Results represent three independent experiments. Symbols represent measurements from individual cells. Comparison by ANOVA with Bonferroni correction.
and coordinately to three structurally distinct LRRK2 kinase inhibitors (GNE-7915, MLi-2, and PF-360). Consistent with our results, others showed recently, by means of immunoblotting, that the phosphorylation state of LRRK2 (at Ser935) correlates with Rab10 phosphorylation in dose-response studies using PF-360 (23).

The finding that treatment of HEK-293 LRRK2G2019S/G2019S mutant cells, or patient-derived LRRK2wildtype/G2019S lymphoblastoid cells, with LRRK2 kinase inhibitors blocks the pSer1292 proximity ligation signal, indicates that this readout is readily reversible. Thus, the relative degree of LRRK2 activation detected reflects the physiological state of LRRK2 in the cell or tissue at the specific time of fixation. In addition, the ease with which inhibitor dose-response relationships can be assessed suggests that the assay can provide a quantitative measure of target (LRRK2) engagement.

Recent work from West and colleagues showed that genetic ablation or pharmacological kinase inhibition of endogenous wild-type LRRK2 reduced the toxicity of AAV2-hSNCA injected into the substantia nigra of rats, suggesting a possible role of LRRK2 in α-synuclein toxicity (29, 30). Implicit in such a conclusion is the assumption that wild-type LRRK2 kinase must be active in nigrostriatal dopamine neurons under these experimental conditions; however, this has been difficult to demonstrate with conventional assays. Consistent with this supposition, we found that AAV2-hSNCA (as used by West and colleagues) activated LRRK2 in nigrostriatal dopamine neurons in rats. In this context, our findings indicate that LRRK2 is activated in the vulnerable dopamine neurons of the nigrostriatal pathway in rats and in human iPD postmortem brain tissue and suggest that endogenous wild-type LRRK2 may play a role in iPD pathogenesis.

Our assay allows relatively facile assessment of physiological regulators of LRRK2 activity. In cell culture, we showed that low concentrations of oligomeric, but not monomeric, α-synuclein activated LRRK2. We recently reported that oligomeric, but not monomeric, α-synuclein binds to TOM20, impairs mitochondrial protein import, and causes mitochondrial dysfunction and aberrant ROS production (15).
Fig. 6. Rotenone induces lysosomal and CMA defects in rat nigrostriatal dopamine neurons that are prevented by cotreatment with a LRRK2 kinase inhibitor. (A) Shown is Lamp1 and p62/SQSTM1 immunoreactivity in the nigrostriatal dopamine neurons of rats treated with vehicle, PF-360 alone, rotenone alone, or rotenone + PF-360. TH, tyrosine hydroxylase, a marker of dopamine neurons (red). (B) Shown is Lamp2A immunoreactivity in the nigrostriatal dopamine neurons of rats treated with vehicle, PF-360 alone, rotenone alone, or rotenone + PF-360. (C) Quantification of Lamp1 signal in rats treated with vehicle, PF-360 alone, rotenone alone, or rotenone + PF-360. Symbols represent individual rats from one experiment. Comparison by ANOVA with Bonferroni correction. (D) Quantification of p62/SQSTM1 signal in rats treated with vehicle, PF-360 alone, rotenone alone, or rotenone + PF-360. Symbols represent individual rats from one experiment. Comparison by ANOVA with Bonferroni correction. (E) Quantification of Lamp2A signal in rats treated with vehicle, PF-360 alone, rotenone alone, or rotenone + PF-360. Symbols represent individual rats from one experiment. Comparison by ANOVA with Bonferroni correction. (F) Lamp1 and p62/SQSTM1 immunoreactivity in the substantia nigra of a postmortem human healthy, age-matched control brain and two postmortem brains from iPD patients (iPD-1 and iPD-2). In the control brain, nigrostriatal dopamine neurons contained many small punctae of Lamp1 immunoreactivity and little detectable p62/SQSTM1. In the two postmortem iPD brains, there was loss of Lamp1 puncta and accumulation of p62/SQSTM1 into large inclusions (Lewy bodies) in nigrostriatal dopamine neurons. (G) Quantification of Lamp1 in postmortem brain nigrostriatal dopamine neurons from three healthy age-matched control subjects and three patients with iPD. Symbols represent individual brains. Comparison by unpaired two-tailed t test. (H) Quantification of p62 in postmortem brain nigrostriatal dopamine neurons from three healthy age-matched control subjects and three patients with iPD. Symbols represent individual brains. Comparison by unpaired two-tailed t test.
Similarly, the mitochondrial toxin rotenone induces ROS production, and we showed that it caused LRRK2 activation and LRRK2 substrate phosphorylation. The rotenone-induced activation of LRRK2 was blocked by inhibition of NOX2, implicating ROS-induced ROS release and NOX2-derived superoxide in the phenomenon (20). To directly test whether ROS can activate LRRK2, HEK-293 cells were treated with physiological concentrations of H$_2$O$_2$, and this resulted in increased pSer1292 proximity ligation signal and concomitant Rab10 phosphorylation. These results suggest that oxidative stress, long implicated in PD pathogenesis, may up-regulate LRRK2 activity. Further,
our results are consistent with the work of Mamais et al., which showed that H$_2$O$_2$ dissociates LRRK2 from 14–3–3 proteins (12), and the study by Li et al., which found a small activation of LRRK2 by H$_2$O$_2$ (31). The molecular mechanisms by which ROS stimulates LRRK2 kinase activity are unknown; whether this activation results from direct effects on the LRRK2 protein or from effects on interacting proteins, such as protein phosphatases, remains to be explored.

The consistent finding that LRRK2 is activated in vulnerable dopaminergic neurons in human iPD raises the possibility that LRRK2 kinase activity may play a central role in the pathogenesis of many cases of both familial and sporadic PD. To investigate experimentally the possibility that LRRK2 activation may have downstream deleterious effects on putative pathogenic mechanisms, we treated rats for 5 days with rotenone with or without cotreatment with the LRRK2 kinase inhibitor PF-360. We found that rotenone (i) activated LRRK2 in nigrostriatal dopamine neurons, (ii) increased phosphorylation of a LRRK2 substrate, Rab10, (iii) increased pSer129-α-synuclein and binding to TOM20, and (iv) disrupted markers of autophagy. All of these effects were blocked by the LRRK2 kinase inhibitor PF-360, and we therefore conclude that these mechanisms are downstream of LRRK2 activity (fig. S5).

Rab10 is a bona fide direct substrate of LRRK2 and has been implicated in the maintenance of endoplasmic reticulum, vesicle trafficking, and autophagy (32–34). LRRK2-induced phosphorylation of Rab10 inhibits its function by preventing binding to Rab GDP dissociation inhibitor factors necessary for membrane delivery and recycling (6). Thus, LRRK2 activation leads to Rab10 phosphorylation (and inhibition), and this likely impairs autophagic or lysosomal function. Phospho-Rab10–induced autophagic dysfunction, in turn, may account for the early accumulation of pSer129-α-synuclein, which is normally degraded by CMA and macroautophagy. Consistent with our findings, Volpincelli and colleagues reported that the G2019S mutation in LRRK2 was associated with accumulation of pSer129-α-synuclein–positive inclusions, which was prevented by LRRK2 kinase inhibitors, including MLi-2 (35). It is also noteworthy that pSer129-α-synuclein is one of the species of α-synuclein we reported that binds to TOM20 and impairs mitochondrial function (13). The fact that all of these abnormalities are prevented by treatment with a LRRK2 kinase inhibitor supports this hypothetical scheme (fig. S5).

Further, our experimental approach of surveying potential pathogenic mechanisms in rodent and cellular models of PD, with and without concomitant treatment with a LRRK2 kinase inhibitor, may lead to new insights into how aberrant LRRK2 activity causes neurodegeneration.

Our study is not without limitations. As noted, the proximity ligation assays we used do not measure activity per se. However, several convergent lines of evidence confirm that we measured reliable surrogate areas of LRRK2 activity: The pSer1292 proximity ligation signal correlated with substrate (Rab10) phosphorylation and with loss of 14–3–3 binding signal, and both the pSer1292 proximity ligation signal and the pThr72-Rab10 signal were inhibited dose-dependently by selective LRRK2 kinase inhibitors of different chemical classes. In this context, we provided compelling evidence that wild-type LRRK2 is activated in nigrostriatal dopamine neurons in human iPD postmortem brain tissue and in two rat models of PD. Nevertheless, although LRRK2 activation occurred very early in the course of rotenone-induced parkinsonism, and early intervention with a LRRK2 kinase inhibitor was beneficial, the time course of LRRK2 activation in the human brain is unknown, and the clinical effects of LRRK2 inhibitors remain to be examined.

The fact that there are a variety of selective LRRK2 kinase inhibitors reflects the interest by the pharmaceutical industry in target-specific therapeutics for PD, even for the relatively small number of cases caused by LRRK2 mutations. The results presented here suggest that wild-type LRRK2 is activated by ROS in dopamine neurons in iPD and that this, in turn, may trigger a downstream pathological cascade of events culminating in neurodegeneration. We believe that LRRK2 inhibitors may be beneficial not only for the 3% to 4% of people with PD who carry LRRK2 mutations but also for iPD patients who do not carry LRRK2 mutations.

MATERIALS AND METHODS

Study design
This study was designed to assess the role of wild-type LRRK2 in iPD. To do so, we developed new proximity ligation assays to assess the phosphorylation state of the LRRK2 autophosphorylation site, Ser1292, and separately, the binding of LRRK2 to 14–3–3 proteins, which is associated with decreased LRRK2 kinase activity. These assays were validated using CRISPR/Cas9 genome-edited HEK-293 cells treated with three chemically distinct LRRK2 kinase inhibitors. The validated assays were then used to assess the LRRK2 activation state in iPD postmortem brain tissue and in two rat models of PD. Additional studies examined the role of oxidative stress in activating LRRK2, as well as downstream consequences of LRRK2 activity in vivo. All in vitro experiments were replicated at least three times, and key validation studies identifying CRISPR/Cas9-edited cell lines by means of proximity ligation assays were analyzed by blinded assessors. In vivo experiments using rotenone treatment, with or without concomitant PF-360 treatment, were performed in a single cohort of rats (n = 6 per active treatment group), and outcomes were analyzed by blinded assessors. Rats were randomized to the treatment group. There was no exclusion of outliers.

CRISPR/Cas9 genome editing of HEK-293 cells to produce LRRK2 knockout and knock-in cell lines
To generate a LRRK2 knockout cell line, a CRISPR/Cas9 genome editing protocol was used. A guide RNA (gRNA) targeting exon 41 of the LRRK2 gene (5′-ATTGCCAAGATTGCTAGTATT3′) was cloned into the GeneArt CRISPR Nuclease Vector (Invitrogen) as described by the manufacturer. HEK-293 cells were transfected by nucleoporation using a Nucleoporator II device (Amaxa). Transfected cells were collected and enriched by FACs (fluorescence-activated cell sorting). Sorted cells were grown and expanded for polymerase chain reaction (PCR) and DNA sequencing analyses. To confirm gene editing of the LRRK2 gene, a region of exon 41 was PCR-amplified using a forward primer (5′-TTTAAAGGACAAAAGTGACAGCA-3′) and reverse primer (5′-CACATTGCTAGTCTTCTTTTT-3′), and the resulting PCR product was sequenced. The LRRK2 G2019S knock-in cell line was generated using a similar approach but included transfection of a 120-mer single-stranded oligonucleotide containing a G to A substitution coding for a glycine-to-serine amino acid change.

An SNCA knockout cell line was generated using a similar approach but used a gRNA targeting exon 4 of the α-synuclein (SNCA) gene (5′-TTTGTCAAAAAAGGACCAGT-3′). To confirm gene editing of the SNCA gene, a region of exon 4 was PCR-amplified using a forward primer (5′-CCACCTTTATTTATTGATTGC-3′) and reverse primer (5′-ATATAAGGTAGCATTTTTTCAAGG-3′), and the resulting PCR product was sequenced.

Proximity ligation assays

Proximity ligation was performed as described previously in 4% PFA (paraformaldehyde)–fixed tissue or cells (15). Samples were incubated with specific primary antibodies to the proteins to be detected. Secondary antibodies conjugated with oligonucleotides were added to the reaction and incubated. Ligation solution, consisting of two oligonucleotides and ligase, was added. In this assay, the oligonucleotide hybridizes to the two proximity ligation probes and join to a closed loop if they are in close proximity. Amplification solution, consisting of nucleotides and fluorescently labeled oligonucleotides, was added together with polymerase. The oligonucleotide arm of one of the proximity ligation probes acts as a primer for “rolling-circle amplification” using the ligated circle as a template, and this generates a concatemeric product. Fluorescently labeled oligonucleotides hybridize to the rolling circle amplification product. The proximity ligation signal was visible as a distinct fluorescent spot and was analyzed by confocal microscopy (Duolink; Sigma-Aldrich). Control experiments included routine immunofluorescence staining of the proteins of interest under identical experimental conditions.

Statistical analyses

Each result presented here was derived from three to six independent experiments. For simple comparisons of two experimental conditions, two-tailed, unpaired t tests were used. Where variances were not equal, Welch’s correction was used. When AAV vector was injected into one hemisphere of the rat brain and the other hemisphere was used as a control, two-tailed paired t tests were used. For comparisons of multiple experimental conditions, one-way or two-way ANOVA was used, and if significant, overall post hoc corrections (with Bonferroni or Sidak tests) for multiple pairwise comparisons were made. P values less than 0.05 were considered significant.

SUPPLEMENTARY MATERIALS
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Fig. S1. Active LRRK2 is detected by proximity ligation in microglia in control brains and is upregulated in iPD and in rotenone-treated rats.

Fig. S2. Time course of in vivo rotenone-induced LRRK2 activation as assessed by increased LRRK2 phosphorylation and 14-3-3 binding to LRRK2 in impaired by common mutations of familial Parkinson’s disease.

Fig. S3. LRRK2 is activated by oligomeric but not monomeric pSer129-LRRK2 proximity ligation signal.

Fig. S4. Rotenone-induced accumulation of pSer129-LRRK2 is LRRK2-dependent.

Fig. S5. Activation of LRRK2 kinase activity in iPD and its downstream consequences.
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Selective neuronal silencing using synthetic botulinum molecules alleviates chronic pain in mice

Maria Maiarù1, Charlotte Leese2, Michelangelo Certo3, Irene Echeverria-Altuna1, Antonina S. Mangione1, Jason Arsenault3, Bazbek Davletov2*, Stephen P. Hunt1*

Chronic pain is a widespread debilitating condition affecting millions of people worldwide. Although several pharmacological treatments for relieving chronic pain have been developed, they require frequent chronic administration and are often associated with severe adverse events, including overdose and addiction. Persistent increased sensitization of neuronal subpopulations of the peripheral and central nervous system has been recognized as a central mechanism mediating chronic pain, suggesting that inhibition of specific neuronal subpopulations might produce antinociceptive effects. We leveraged the neurotoxic properties of the botulinum toxin to specifically silence key pain-processing neurons in the spinal cords of mice. We show that a single intrathecal injection of botulinum toxin conjugates produced long-lasting pain relief in mouse models of inflammatory and neuropathic pain without toxic side effects. Our results suggest that this strategy might be a safe and effective approach for relieving chronic pain while avoiding the adverse events associated with repeated chronic drug administration.

INTRODUCTION
Noxious stimuli of sufficient intensity to induce tissue damage lead to increased excitability of peripheral and central neuronal circuits that heightens pain experience and serves to protect damaged tissue from further trauma (1–4). In some cases, ongoing disease or the failure of potentiated pain signaling networks to return to preinjury levels leads to persistent or chronic pain conditions (5). Persistent pain is highly prevalent and extremely difficult to treat (6, 7) with widely prescribed drugs such as opioids having significant unwanted side effects (7–9). Although research into developing new analgesic drug therapies has been intense, translating knowledge from preclinical observations in animal models to new therapies in the clinic has been challenging (6). Research into the control of chronic pain states has, however, identified pathways connecting the spinal cord and brain that are keys to the regulation of on-going pain states (10–13). Pioneering studies in rats and companion dogs (11, 14) showed that persistent pain states can be ameliorated by using a saporin–substrate P (SP) conjugate to ablate a small population of spinal SP receptor [neurokinin-1 receptor (NK1R)] expressing projection neurons that convey pain-related information to the brain. To circumvent the problem of killing spinal neurons with saporin, we designed botulinum conjugates that were safe to construct, nontoxic, and acted relatively quickly after intrathecal injection to silence pain-processing neurons in the spinal cord (15, 16).

Botulinum neurotoxin serotype A (BoNT/A) is made up of a light-chain zinc endopeptidase and a heavy chain that is responsible for binding the toxin to neuronal receptors and promoting essential light-chain translocation across the endosomal membrane (17). Once internalized within the neuron, the light chain has the capacity to silence neurons for several months via the specific proteolytic cleavage of synaptosomal-associated protein 25 (SNAP25), a protein essential for synaptic release (15, 16, 18). This inhibition is slowly reversed as the endopeptidase loses activity (17). Cleaved SNAP25 (cSNAP25) is found in neurons but not in glial cells and is the unique substrate for botulinum protease cleavage (19, 20). We exploited a recently introduced “protein stapling” method (15, 18) using SNARE (soluble N-ethylmaleimide-sensitive factor attachment protein receptor complex) proteins to link the light-chain/translocation domain (LcTd) of botulinum neurotoxin type A (BOT) to neurotransmitter ligands SP and dermorphin that target pain-processing neurons in the dorsal horn. To silence NK1R-expressing neurons, we used an SP-botulinum (SP-BOT) construct previously developed (15), whereas mu opiate receptor (MOR)–expressing neurons were silenced using a dermorphin-botulinum (Derm-BOT) construct. We found that the new constructs were selectively internalized after binding to their target receptors, silenced neurons, and produced a long-term amelioration of pain states.

RESULTS

SP-BOT conjugate induces long-term reduction of inflammatory and neuropathic pain sensitivity in mice
To silence NK1R-expressing neurons, we used an SP-BOT construct previously developed (15). SP-BOT (fig. S1) was injected intrathecally over the lumbar spinal cord of adult C57BL6/J male mice. Hind paw mechanical withdrawal thresholds measured with von Frey filaments were used as an indicator of analgesia. The intrathecal injection of SP-BOT had no effect on baseline mechanical threshold in naïve mice tested more than 7 days (Fig. 1A) and produced no signs of motor impairment assessed by plantar spreading or rotorod performance (Fig. 1B). However, in two models of inflammatory pain induced by ankle or hind paw injection of complete Freund’s adjuvant (CFA), intrathecal injection of SP-BOT 2 days after CFA (when mice showed increased pain sensitivity) produced a substantial reduction in mechanical hypersensitivity that accompanied inflammation (Fig. 1, C and D). One single intrathecal injection was effective in reducing pain sensitivity for the duration of the experiment (21 days for the ankle model and 12 days for the hind paw model). As internal control, in the hind paw model, we showed that threshold of mechanical allostynia in the contralateral paw was unchanged (fig. S2A). Dose-response experiments in animals that received an ankle injection of CFA showed that maximal reduction of pain sensitivity was obtained with intrathecal injection of 100 ng of SP-BOT (fig. S3A). Intrathecal injections of the unconjugated BOT without a
We next investigated the effect of SP-BOT on neuropathic pain by testing the mechanical sensitivity in the unilateral (left) spared nerve injury (SNI) model of neuropathic pain (pain that is derived from peripheral nerve damage). The lesion induced hypersensitivity in the lateral area of the paw on the left side, which is innervated by the spared sural nerve. SP-BOT was injected intrathecally when the mechanical hypersensitivity was fully developed and we observed a reduction in mechanical hypersensitivity that began around 3 days after SP-BOT injection and lasted for the duration of the experiment (22 days; Fig. 1E). Mechanical thresholds for the contralateral paw (right) were unchanged (Fig. S2B). To confirm the essential role of NK1R in mediating the effects of SP-BOT–induced reduction of mechanical pain sensitivity, we used NK1R knockout (KO) (NK1R<sup>−/−</sup>) mice (21). Neuropathic mechanical hypersensitivity was similar in NK1R<sup>−/−</sup> and wild-type (WT) littermates after SNI. Intrathecal injection of SP-BOT was effective in alleviating mechanical hypersensitivity only in WT animals, whereas in NK1R<sup>−/−</sup> mice, mechanical allodynia was not affected by SP-BOT injection (Fig. 1F). The results indicate that the NK1R is essential for SP-BOT–mediated reduction of mechanical pain hypersensitivity.

**SP-BOT is internalized only by NK1R-expressing neurons but does not cause cell death**

The specificity of the targeted toxin was investigated by examining the distribution of cSNAP25 by immunohistochemistry in spinal cord tissue sections using an antibody specific for cSNAP25 (22). Tissue was taken from CFA-treated mice that had received intrathecal injections of SP-BOT, CFA-treated animals that received intrathecal saline injection, and naïve animals (n = 4 per group). Double-fluorescent immunohistochemistry for cSNAP25 and NK1R indicated that the SP-BOT construct was expressed in cell bodies and axonal and dendritic branches of NK1R-positive neurons (Fig. 2, A and B). Cell bodies were first seen 96 hours after intrathecal injection of the construct, and the numbers and distribution of labeled cell bodies within the superficial dorsal horn remained unchanged for the duration of the experiment and were unaffected by peripheral treatment (fig. S5). Analysis of the parabrachial nucleus of the hindbrain—the major site of termination of NK1R-positive spinal projection neurons...
Fig. 2. **SP-BOT was internalized by NK1R-positive neurons without toxicity.** (A) Images of NK1R and cSNAP25 immunoreactivity in the superficial dorsal horn of mice 14 days after intrathecal injection of SP-BOT. Green, cSNAP25; red, NK1R. Scale bars, 100 μm. (B) Images of selective targeting of NK1R-expressing neurons in the superficial dorsal horn 96 hours (top) or 14 days (bottom) after intrathecal injection of SP-BOT. Green, cSNAP25; red, NK1R. Scale bars, 20 μm (top) and 10 μm (bottom). (C) Schematic illustration and images of the lateral parabrachial (LPb) area of mice 25 days after intrathecal injection of SP-BOT or saline. Green, cSNAP25 in spinoparabrachial axons. Scale bar, 80 μm. DRG, dorsal root ganglia. (D) Bar graph illustrating the number of c-Fos–immunostained nuclei in the PB from both saline and SP-BOT–injected mice. Mice received intrathecal SP-BOT, and 3 days later, they were injected with CFA into the plantar surface of the hind paw. Tissue was taken 6 hours later. Values reported are the mean number of c-Fos+ nuclei (±SEM) normalized to the mean of c-Fos+ nuclei in naïve control mice (n = 4 per group). (E) Quantification of NK1R fluorescence intensity in the contralateral superficial dorsal horn of mice 18 days after intraplantar CFA injection and 14 days after intrathecal injection of SP-BOT or saline. All data were normalized to laminae VII saline-treated mice (n = 4 per group). *P < 0.05. The comparison of three groups was determined using one-way ANOVA.
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Derm-BOT conjugate alleviates long-term pain states

Opioids such as morphine are effective in relieving chronic pain. Their analgesic properties are mostly mediated by the MOR (27). In the dorsal horn, MOR is expressed by interneurons and some primary afferents and by some projection neurons (28–30). To test the possibility that inhibiting MOR-expressing neurons could promote analgesic effects, we conjugated the botulinum toxin to the MOR agonist dermorphin (Derm-BOT) (31, 32) and compared the analgesic efficacy of Derm-BOT with morphine. Derm-BOT has been injected intrathecally at the optimal dose of 100 ng/3 μl in naïve mice, and in mice previously injected with CFA in the ankle joint or in the hind paw after increased mechanical, hypersensitivity was established. Derm-BOT injection did not affect mechanical pain sensitivity in naïve control mice (Fig. 3A); in contrast, we observed a reduction in the mechanical hypersensitivity that lasted until the end of the experiments (up to 18 days) in both models of inflammatory pain (Fig. 3, B and C). Furthermore, when Derm-BOT was injected after SP-BOT, the reduction in pain sensitivity induced by SP-BOT was not further augmented (Fig. 3D). We then investigated the effect of Derm-BOT on the hypersensitivity that develops after SNI surgery and found that a single intrathecal injection of the construct alleviated the mechanical hypersensitivity for the duration of the experiment (23 days; Fig. 3E).

Derm-BOT conjugate was internalized by MOR-positive neurons and did not induce toxicity

Immunohistochemical analysis of spinal cord sections from Derm-BOT–injected mice showed that all cSNAP25–positive cell bodies and many neuronal processes throughout the dorsal horn were stained with MOR antibody (Fig. 4, A and B) but there was no labeling of axons in the dorsal roots. Cell bodies were first seen 96 hours after intrathecal injection of the construct, and the number and distribution of cSNAP25–labeled cell bodies remained unchanged for the duration of the experiment (fig. S5). These results indicated that cSNAP25–positive cell bodies and fibers were likely to be MOR-positive local neurons (Fig. 4, A and B) and that MOR-positive primary afferents did not internalize the construct. We also failed to find evidence for glial activation in naïve mice treated with Derm-BOT (fig. S6). As with SP-BOT, no indication of toxicity was found after Derm-BOT injection (fig. S7).

Derm-BOT conjugates replicate the analgesic actions of morphine

Finally, we compared the effects on mechanical pain sensitivity of Derm-BOT with morphine (5 nmol) (33) in the SNI mouse model. Intrathecal Derm-BOT reduced mechanical sensitivity in SNI mice to the same extent as intrathecal morphine, and no additive effects were seen when morphine was injected intrathecally into mice pretreated with Derm-BOT (Fig. 5A). This implied that pretreatment with Derm-BOT silenced many of the MOR-expressing neurons in the lumbar dorsal horn. Derm-BOT also generated analgesia in NK1R−/− mice (Fig. 5B), whereas SP-BOT was ineffective, confirming the specificity of the botulinum constructs.

DISCUSSION

There is an urgent need for new pain-relieving therapies (34). Here, we used animal models of inflammatory and neuropathic pain to show that a single injection of compounds derived from botulinum toxin can silence pain-processing neurons in the spinal cord and decrease pain hypersensitivity. In two sets of experiments, we targeted NK1R-expressing neurons that relay pain-related information from the spinal cord to the brain and the MOR-expressing spinal cells that modulate activity of NK1R-expressing output neurons (10, 30, 35). We describe a long-term effect on mechanical pain sensitivity on both inflammatory and neuropathic pain states after a single injection of the constructs and demonstrate in vivo receptor specificity. We found no additive effects of SP-BOT and Derm-BOT, suggesting that, although the constructs silence different neurons, they are likely to be part of the same neural pain network with MOR-expressing excitatory neurons modulating NK1R-positive projection neurons. Hence, these new botulinum constructs would appear to be equally useful in reducing pain hypersensitivity.

Among the seven types (A to G) of botulinum toxin that target neurons, because of its long-lasting activity and high efficiency, BoNT/A has been approved by the U.S. Food and Drug Administration for treating a variety of disorders (36–40). In neuronal cultures, the proteolytic activity of BoNT/A persists beyond 80 days, whereas other subtypes of BoNT have shorter half-lives (37, 41). Peripheral injections of botulinum neurotoxins have been shown to reduce both neuropathic pain and the frequency of migraine attacks in human patients (42–44). This antinociceptive action has been exploited by a number of groups (44, 45); more recently, using a synthetic procedure, it was possible to separate the pain relieving from the paralyzing actions by synthesizing peptide components of BoNT/A and “restapling” them into a unique configuration (15, 16). Systemic administration of these reassembled molecules was shown to inhibit neuronal activity without causing toxicity (18). To generate the botulinum-based molecules, we used a synthesis procedure that allowed nonchemical linking of recombinantly produced proteins using core components of the SNARE complex to achieve irreversible linkage of two separate peptide fragments into a functional unit (16). This approach was particularly important because the production of functional botulinum-based molecules has significant safety issues due to protein toxicity. The assembly of the functional toxin from innocuous parts is therefore an important advance because safety issues have severely restricted the development of botulinum-derived molecules for medical use.

We generated new molecules by substituting the nonspecific neuronal binding targeting domain of BoNT/A with ligands that recognize the key G protein–coupled neurotransmitter receptors NK1R and MOR. Binding to these receptors was followed by internalization of the construct and, because of the inclusion of the translocation domain into our constructs, release of the protease domain of the toxin into the cytoplasm and inhibition of synaptic release. The synthesis of SP-BOT has been previously described (15), but synthesizing the Derm-BOT...
construct required further synthetic steps. Dermorphin is a potent selective MOR agonist (31, 32, 46) and has been successfully used previously in saporin conjugates to selectively ablate MOR-expressing neurons (13). Conjugation of dermorphin to the LcTd portion of botulinum was complicated because dermorphin binds to the receptor through its N terminus, the portion of the molecule generally used for the botulinum conjugation procedure (16). To circumvent this problem, we introduced a synthetic inversion procedure (see Methods) that allowed conjugation of dermorphin to the LcTd portion of botulinum toxin while retaining the free N terminus of dermorphin for binding to the MOR, followed by internalization and SNAP25 cleavage.

It is likely that the separation of the botulinum translocation domain from the neuropeptide ligands using the “stapling” mechanism allowed sufficient freedom for the translocation domain to perform the pH-dependent structural transition necessary to facilitate transfer of the botulinum protease from the luminal space of vesicle into the neuronal cytosol. However, it has been reported (47) that attachment of SP directly to botulinum protease allowed entry into neurons and SNAP25 cleavage. Omission of the obligatory translocation domain from the construct suggests that the activity would have been suboptimal and may account for the short in vivo efficacy (47).

SNAP25, the unique substrate for botulinum peptidase activity, is found throughout dendrites, where a role in spine morphogenesis has been proposed (48), and in cell bodies and axons. NK1Rs are located on dendrites and cell bodies, whereas MOR is also found on axons and axon terminals and binding and internalization would be expected at most receptor binding sites (25, 49, 50). Given the lack of axonal NK1R expression, the presence of cSNAP25 in spinal to brainstem axons after spinal treatment with SP-BOT was most likely the result of cleavage of SNAP25 in NK1R-positive dendrites and cell bodies in the dorsal horn, followed by axonal transport of cSNAP25 and/or the protease to the synaptic terminals within the brainstem.

NKIR-expressing spinal projection neurons have been shown to be essential for the maintenance of pain states (11). Information related to injury reaches the brain largely through NKIR-positive projection neurons of the superficial dorsal horn that terminate massively in the parabrachial area of the brainstem and, to a lesser extent, within the thalamus (35, 51). The parabrachial area is crucial for supplying information to forebrain areas that generate the affective-motivational component of pain (52, 53), whereas thalamic afferents terminate within cortical areas concerned with both pain discrimination and affect (51). Forebrain activation can, in turn, regulate dorsal horn sensitivity.
Fig. 4. Derm-BOT was internalized by MOR-expressing neurons. (A) Images of cSNAP25 and MOR immunoreactivity in the superficial dorsal horn of mice 14 days after injection of intrathecal Derm-BOT. Green, cSNAP25; red, MOR. Scale bar, 100 µm. (B) Images of selective targeting of cSNAP25 to MOR-expressing neurons in the superficial dorsal horn 96 hours (top and bottom) or 14 days after intrathecal injection of Derm-BOT. Green, cSNAP25; red, MOR. Scale bars, 20 µm (top) and 10 µm (middle and bottom).

Fig. 5. Derm-BOT precludes the effect of morphine and retains efficacy in NK1R−/− mice. (A) Mechanical threshold using von Frey filaments in mice injected intrathecally with Derm-BOT 5 days after SNI surgery. Twenty-nine days later, mice were injected with intrathecal morphine (5 nM; n = 9 per group). (B) Mechanical threshold measured using von Frey filaments in NK1R−/− mice before and after SNI surgery. Five days after surgery, mice were injected with intrathecal SP-BOT and were injected with intrathecal Derm-BOT 2 weeks later (n = 8 per group). Data show means ± SEM. *P < 0.05, **P < 0.01, ***P ≤ 0.001. Difference in sensitivity was assessed using repeated-measures two-way followed by one-way ANOVA.
by activating descending controls from the brainstem to the spinal cord (3, 12, 54). Thus, a shift in the balance between pain inhibiting and facilitating controls from the brainstem, informed by NK1R-positive dorsal horn projection neurons, plays a role in setting spinal nociceptive thresholds required by on-going behavioral priorities and may ultimately contribute to pathological pain states (54). It follows that the inflammatory and neuropathic mechanical allodynia are disrupted by intrathecal ablation or silencing of these NK1R-expressing projection neurons with SP-saporin (11) or SP-BOT constructs, respectively. Recent work has shown that chemotoxic ablation of the NK1R-positive pain pathway in companion dogs can relieve bone cancer pain (14), demonstrating the applicability of the approach to higher mammals in different pain subtypes.

The disadvantage of the SP-saporin procedure is that it takes several weeks to become effective and kills neurons (11, 14). Our intention was to design a reversible and nontoxic molecule that would achieve the same analgesia rapidly and without cell death. The approach described here using SP-BOT silences NK1R-expressing neurons without cell death and is effective in days rather than weeks; in addition, SP-BOT is relatively easy to synthesize. As expected, the analgesic effect of SP-BOT constructs was completely lost in NK1R−/− mice.

MOR is expressed by dorsal horn interneurons and found in some small-diameter primary afferent sensory fibers (49, 55, 56). However, previous research has implied that the opioid tolerance and opioid-induced hyperalgesia that follow repeated injections of morphine are mediated by primary afferent MORs (55). It was also shown that intrathecal morphine produced strong mechanical and thermal antinociception in naïve mice but that was lost in mice in which MOR had been deleted only from primary afferents (55), suggesting that spinal neurons expressing MORs did not play a role in setting baseline mechanical thresholds or the generation of analgesic tolerance after repeated injections of morphine. However, intrathecal Derm-BOT in naïve mice reported here had no effect on baseline mechanical pain sensitivity but only on mechanical thresholds in injury-induced pain states. This suggests that the target for Derm-BOT–mediated analgesia was not primary afferents expressing MOR but MOR-positive dorsal horn neurons. A similar result was reported in rats after the partial ablation of MOR-expressing neurons with dermorphin–saporin (Derm-SAP) conjugates (57), raising the possibility that presynaptic opiate receptors may not internalize after opiate agonist administration (58).

Currently, new approaches to the control of chronic pain have adopted both central intrathecal and peripheral systemic approaches. Intrathecal opioids and other drugs are often given in clinical practice to relieve chronic pain when other treatment routes are exhausted or to circumvent the inherent risks of long-term systemic opioid treatment. However, intrathecal administration requires a surgically embedded pump to administer a prolonged infusion of the drug to the spinal cord (59, 60). Intrathecal treatments primarily target and inhibit central sensitization, the driving force behind chronic pain states. Unfortunately, long-term intrathecal opioid administration can result in respiratory depression, intrathecal granuloma, opioid tolerance, and other serious side effects (61). Moreover, although systemic opioids remain the gold standard for pain control, there are major concerns around the problems of drug overdose and addiction in part due to the relaxation of prescribing of opioids for nonterminal chronic pain (9). Conjugates of the silencing domain of botulinum toxin with SP or dermorphin provide substantial analgesia without evident toxic effects and over long periods of time after a single intrathecal injection. Complete analgesia is not entirely desirable. As clinical studies with antinerve growth factor, antibodies have demonstrated that the use of an already damaged limb may have resulted in further damage leading to hip or knee replacement (62, 63). The successful use of SP-saporin in rodents and dogs also opens up the possibility that silencing of this pathway with SP-BOT might be sufficient to control chronic pain states in human patients without permanent damage to the spinal cord (11, 14). In addition, the side effects of chronic opioid use including analgesic tolerance, paradoxical opioid-induced hyperalgesia, and addiction (64) might be avoided by a single intrathecal injection of the Derm-BOT construct.

Translating knowledge from preclinical observations in animal models of pain states to new therapies in the clinic has been difficult and has met with limited success. Differences between animal behavioral tests and human chronic pain features, particularly the assessment of both sensory and affective features of the pain state, and measurements of long-term efficacy and species variability may have been confounding factors (6). Nevertheless, the successful translation of the SP-saporin treatment from rats to companion dogs with bone cancer pain suggests (11, 14) that there is potential for the introduction of botulinum-based silencing approaches for the control of pain without cytotoxicity or recourse to repeated treatment of analgesics that can produce adverse behavioral effects.

**METHODS**

**Study design**

This study was designed to evaluate the effect of SP-BOT and Derm-BOT on pain sensitivity. In behavioral studies, mice were randomly assigned to experimental groups. The experimenter was always blind to treatment and genotype. We could not predict a priori the effect size for the botulinum constructs, and we were guided by Mead’s resource equation. Therefore, we aimed to use at least 6 mice in each group and no more than 11. Occasionally, mice were excluded from the study if they were found to have bodily damage from fighting with cage mates (5 of 206 total mice were discarded). We did perform statistical analysis at the end of each round of experiments to satisfy the 3Rs (replacement, reduction, and refinement), which dictates that “The number of animals used should be the minimum number that is consistent with the aim of the experiment” (www.nc3rs.org.uk/the-3rs). Raw data for all experiments is presented in table S3.

**Mice**

Subjects in all experiments were adult mice (8 to 12 weeks old). WT mice were C57BL/6/J from Envigo. NK1R−/− and WT littermates were obtained from a colony of mice derived from a 129/Sv × C57BL/6 genetic background (21). NK1R−/− mice were backcrossed with a WT C57BL/6/J mouse for several generations. Experiments were always carried out using littermates from heterozygous breeding pairs. All mice were kept in their home cage in a temperature-controlled (20° ± 1°C) environment, with a light-dark cycle of 12 hours (lights on at 7:30 a.m.). Food and water were provided ad libitum. All efforts were made to minimize animal suffering and to reduce the number of animals used (UK Animal Act, 1986).

**Genotyping**

For genotyping, DNA was extracted from ear tissue, and the following primers were used for polymerase chain reaction (PCR): NK1R primer, 5′-CTGGAGCCTATATCTCTTCC-3′ (forward) and 5′-ACGCTGTCATGGAGTATAG-3′ (reverse); neomycin-resistant gene (NeoF) primer, 5′-GCACGGATCGCTTTCTATC-3′. Samples from WT mice showed a single PCR product of 350 base pairs (bp); samples from NK1R−/− mice showed a single PCR product of 260 bp; and samples from heterozygous mice would present both bands (21).
Design and purification of botulinum constructs
Each BoNT/A consists of three domains: the binding domain, the translocation domain, and the catalytic light-chain domain, a zinc metalloproteinase. We used a protein stapling technique to produce LcTd conjugated to SP or dermorphin, a naturally occurring mu-opioid agonist that carries an unnatural D-amino acid, making it resistant to internal proteolysis. The synthesis has been described previously for SP with in vitro controls for specificity is detailed in (15). Briefly, to synthesize the constructs, first, fusion protein consisting of the LcTd of the botulinum type A1 strain was fused to SNAP25 (LcTd-S25) and was prepared as previously described (16, 65). The chemically synthesized syntaxin-SP peptide had the sequence Ac-EEIILENSIRELHDMFMDMAMLVESQGEMIDRYNEHAVDYVE-Atx-Atx-RKPKQFFGMLM-NH2, where Atx stands for aminoheaxanoic acid. Because of the need for the N terminus of dermorphin to be accessible for binding to the MOR, the syntaxin-dermorphin peptide was synthesized in two parts, syntaxin-maleimide and dermorphin-cysteine, which were then bioorthogonally conjugated through two reactive C termini. The dermorphin and syntaxin sequences were YaFGYPS and EElIILENSIRELHDMFMD-MOR, the syntaxin-dermorphin peptide was synthesized in two parts, syntaxin-maleimide and dermorphin-cysteine, which were then bioorthogonally conjugated through two reactive C termini. The dermorphin and syntaxin sequences were YaFGYPS and EEGLENSIRELHDMFMDMAMLVESQGEMIDRYNEHAVDYVEK, respectively.

Second, the protein “staple” was prepared recombinantly from the rat vesicle-associated membrane protein 2 (VAMP2) sequence (amino acids 3 to 84) inserted into the XhoI site of pGEX-KG. Oriented attachment of peptides to protein was achieved by the SNARE assembly reaction. LcTd-S25, VAMP2 (3 to 84), and either syntaxin-dermorphin or syntaxin-SP were mixed at a molar ratio of 1:1:1 in 100 mM NaCl (sodium chloride), 20 mM HEPES, and 0.4% n-octylglycoside at pH 7.4 (buffer A). Reactions were left at 20°C for 1 hour to allow formation of the SNARE ternary complex. SDS-resistant and irreversibly assembled protein conjugates were visualized using Novex NuPAGE 12% bis-tris SDS–PAGE (polyacrylamide gel electrophoresis) gels (Invitrogen) run at 4°C in a NuPAGE MES SDS running buffer (Invitrogen). All recombinant proteins were expressed in the BL21-Gold (DE3)pLys strain of Escherichia coli (Agilent) in pGEX-KG vectors as glutathione S-transferase (GST) C-terminal fusion proteins cleavable by thrombin. GST fusion constructs were purified by glutathione affinity chromatography and cleaved by thrombin. Synthetic peptides were made by Peptide Synthetics Ltd.

Cortical cultures
To confirm construct efficacy, rat cortical neurons were dissected from 8 to 12 embryonic day 17 rat pups and washed in Hank’s balanced salt solution (HBSS) before being treated with trypsin for 15 min at 37°C, followed by addition of deoxyribonuclease (DNase; Sigma-Aldrich). Cells were resuspended in 1 ml of triturating solution [1% AlbuMAX (Gibco), trypsin inhibitor (0.5 mg/ml; Sigma-Aldrich), and DNase in HBSS (1 μg/ml)]. Cells were triturated using three progressively smaller glass pipettes before being diluted to 5 ml by the addition of cortical medium. Fifty thousand cells in 150 μl of a loading buffer [56 mM sodium dodecyl sulfate, 0.05 M tris-HCl (pH 6.8), 1.6 mM UltraPure EDTA (Gibco), 6.25% glycercol, 0.0001% bromphenol blue, 10 mM MgCl2, benzonase (26 U/ml; Novagen)] was added to each well. Plates were shaken at 900 rpm for 10 min at 20°C, and samples were transferred to a fresh 0.5-ml tube. Samples were boiled for 3 min at 95°C and then run on Novex NuPAGE 12% bris-tris SDS-PAGE gels (Invitrogen). After separation, proteins were transferred onto immobilon-P polyvinylidene difluoride membranes and then incubated for 30 min in blotting solution [5% milk and 0.1% Tween 20 in phosphate-buffered saline (PBS)]. Mouse monoclonal SMIB1 antibody (anti-SNAP25) was added at 1:2000 dilution to the blotting solution at 4°C for overnight incubation. Membranes were washed three times in 0.1% Tween 20 in PBS for 5 min and then incubated for 30 min in the blotting solution containing secondary peroxidase-conjugated donkey anti-rabbit antibody (Amersham) at a 1:2400 dilution. Membranes were washed three times for 5 min in 0.1% Tween 20 in PBS. Immunoreactive protein bands were visualized using SuperSignal West Dura Extended Duration solution (Thermo Fisher Scientific) with exposure to Fuji Medical X-ray Films (Fuji).

Behavioral testing
von Frey filament test
The experimenter was always blind to genotype and treatment group for all behavioral tests. Animals were placed in Plexiglas chambers, located on an elevated wire grid, and allowed to habituate for at least 1 hour. After this time, the plantar surface of the paw was stimulated with a series of calibrated von Frey’s monofilaments. The threshold was determined by using the up-down method (66). The data are expressed as log of the mean of the 50% pain threshold ± SEM. In some cases, the data were plotted as force (gram; figs. S8 and S9).

Rotarod test
Motor performance was evaluated by an accelerating rotarod apparatus with a 3-cm-diameter rod starting at an initial rotation of 4 rpm and slowly accelerating to 40 rpm over 100 s. Mice were expected to walk at the speed of rod rotation to keep from falling. The time spent on the rod during each of two trials per day was measured and expressed in seconds. Animals were tested only once at baseline to minimize the number of tests on the rotarod. Testing was completed when the mouse fell off the rod (that is, from a height of 12 cm).

Pain models
Mouse inflammatory models: CFA-induced ankle joint inflammation
Inflammation was induced by injection of 5 μl of CFA (Sigma-Aldrich) into the left ankle joint under isoflurane anesthesia induced in a chamber delivering 2% isoflurane combined with 100% O2 and maintained during injection via a face mask. The needle entered the ankle joint from the anterior and lateral posterior position, with the ankle held in plantar flexion to open the joint (67).

Mouse inflammatory models: CFA-induced hind paw inflammation
CFA (20 μl) was injected subcutaneously into the plantar surface of the left hind paw using a microsyringe with a 27-gauge needle. Mice were maintained under isoflurane anesthesia during the injection.

Mouse neuropathic model: SNI
The SNI was performed as previously described (68). Briefly, under isoflurane anesthesia, the skin on the lateral surface of the thigh was incised, and a section made directly through the biceps femoris muscle exposing...
the sciotic nerve and its three terminal branches: the sural, the common peroneal, and the tibial nerves. The common peroneal and the tibial nerves were tight-ligated with 5-0 silk and sectioned distal to the ligation. Great care was taken to avoid any contact with the spared sural nerve. Complete hemostasis was confirmed, and the wound was sutured.

**Intrathecal injections**

Intrathecal injections were performed under anesthesia (69). The mice were held firmly but gently by the pelvic girdle using thumb and forefinger of the nondominant hand. The skin above the iliac crest was pulled tautly to create a horizontal plane where the needle was inserted. Using the other hand, the experimenter traced the spinal column of the mouse, rounding or curving the column slightly to open the spaces between vertebrae. A 30-gauge needle connected to a 10-μl Hamilton syringe was used to enter between the vertebrae. After injection, the syringe was rotated and removed, and posture and locomotion were checked. All intrathecally delivered drugs were injected in a 3-μl volume.

**Immunohistochemistry**

Mice were anesthetized with pentobarbital and perfused transcardially with physiological saline containing heparin (5000 IU/ml), followed by 4% paraformaldehyde (PFA) in a 0.1 M phosphate buffer (PB; 25 ml per adult mouse). Lumbar spinal cords were dissected out, fixed in 4% PFA for an additional 2 hours, and transferred into a 30% sucrose solution in a PB containing 0.01% azide at 4°C for a minimum of 24 hours. Spinal cord sections were cut on a freezing microtome set at 40 μm. For fluorescent immunohistochemistry, sections were left to incubate with primary antibodies overnight at room temperature (anti-cSNAP25 antibody recognizing the cleaved end of SNAP25 1:50,000 ref, TRIDEANQ; anti-NK1, guinea pig, 1:10,000, Neuromics; anti-MOR, rabbit, 1:10,000, Neuromics). For NK1R and MOR immunohistochemistry, direct secondary antibody was used at a concentration of 1:500 (Alexa Fluor). For cSNAP25 staining, appropriate biotinylated secondary antibody was used at the concentration of 1:400 and left for 90 min. Sections were incubated with avidin-biotin complex (1:250 Vectastain A plus 1:250 Vectastain B; ABC Elite, Vector Laboratory) for 30 min, followed by a signal amplification step with biotinylated tyramide solution (1:75 for 7 min; PerkinElmer). Finally, sections were incubated with fluorescein isothiocyanate–avidin for 2 hours (1:600). An antibody against Iba1 (ionized calcium binding adaptor molecule 1; goat, 1:500, overnight, Abcam) was used to identify microglia and an anti-GFAP (glial fibrillary acidic protein) antibody to stain for astrocytes (rabbit, 1:4000, overnight, Dako) by immunohistochemistry. The direct secondary antibody was used at a concentration of 1:500 (Alexa Fluor). All fluorescent sections were transferred to glass slides and cover slips applied with Gel Mount Aqueous Mounting Medium (Sigma-Aldrich) to prevent fading and stored in dark boxes at 4°C. In colabeling studies, controls included omission of the second primary antibody.

**Quantification of fluorescence**

For quantification of NK1R and MOR fluorescence, a region of interest (ROI) was located over laminae I/II. The ROI was 3087 μm² for NK1R and 1617 μm² for MOR immunostained tissue. Fluorescence was measured for six sections per animal using the same ROI. Readings were taken from the side of the spinal cord contralateral to the inflamed paw or nerve lesion. Contrast enhancement and fluorescence threshold were kept constant. Readings from saline and botulinum construct intrathecally-injected mice were compared.

**C-Fos immunohistochemistry**

C-Fos immunohistochemistry was used to assess the silencing of the lamina I NK1R-positive neurons. Preemptive intrathecal treatment with SP-BOT in naïve mice was followed 3 days later by an injection of CFA into the left paw under isoflurane anesthesia. Six hours later, animals were perfused and processed for C-Fos expression in the lateral parabrachial area. For DAB (3,3′-diaminobenzidine), sections were blocked in a PB with 3% serum, 3% triton, and 2% H2O2 for 1 hour and then incubated over weekend with the primary antibody (anti-C-Fos, rabbit, 1:10000, Millipore Merck KGaA). The sections were then incubated in an appropriate secondary antibody at 1:500 for 2 hours, followed by incubation with avidin-biotin complex (1:1000 Vectastain A plus 1:1000 Vectastain B; ABC Elite, Vector Laboratory) for 1 hour. The substrate was then developed using a peroxidase substrate DAB kit (Vector #SK4100) at optimized times, and the sections were washed and mounted. The following day, the sections were dehydrated in increasing ethanol concentrations (70%, 70%, 95%, 95%, 100%, 100%, histoclear ×2) and coverslipped with DPX.

Five sections through the LpB from each mouse were analyzed for population density of c-Fos neurons. c-Fos–immunoreactive neurons were counted in the lateral parabrachial area bilaterally. Counts from the sections were averaged, and the mean was used for further statistical analysis. To quantify cSNAP-positive neuronal cell bodies, four spinal cord sections from each mouse were counted. Means were taken for each treatment for further analysis. Counts were from laminae I to III of the dorsal horn.

**Statistical analysis**

All statistical tests were performed using the IBM SPSS Statistics programme (version 20), and P < 0.05 was considered statistically significant. For the behavioral experiments, statistical analysis was performed on the data normalized by log transformation (von Frey data), as suggested by Mills et al. (70). Difference in sensitivity was assessed using repeated measures two-way or one-way ANOVA, as appropriate and as indicated. In all cases, a significant effect of the main factor(s), or interactions between them, was taken as the criterion for progressing to post hoc analysis. Bonferroni correction was the preferred post hoc approach when we had three groups or more; in this case, if the general ANOVA was significant but no Bonferroni significance was observed, then we also reported the results of the least significant difference post hoc analysis. When we had two groups, we report the result of the one-way ANOVA. In all cases, “time” was treated as a within-subjects factor, and “genotype” and “treatment” were treated as between-subject factors. The statistical significance in Fig. 2D was determined using one-way ANOVA, followed by Fisher's least significant difference test.

The MPE was calculated as:

\[
\%\text{MPE} = \frac{100 \times (\log(\text{drug induced threshold}) - \log(\text{vehicle induced threshold}))}{\log(0.6) - \log(\text{vehicle induced threshold})}
\]

where log(0.6 g) is our maximum von Frey's force applied. Please note that, as in our previous paper (67), we logged the data of the behavioral tests to ensure a normal distribution because the von Frey's hairs are distributed on an exponential scale. Mills et al. recently demonstrated that log transformation makes more “mathematical and biological sense” (70).

**SUPPLEMENTARY MATERIALS**

www.sciencetranslationalmedicine.org/cgi/content/full/10/450/eaar7384/DC1

Fig. S1. Synthesis of botulinum peptide conjugates using a stapling bridge.
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